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Does high money growth put the inflation target at 
further risk?  
 
 
 
Introduction: high money growth since early 2005 
 
Rapid expansion of money, on the broadly-defined M3 and M4 measures, preceded 
sharp rises in inflation in the mid-1970s and the late 1980s. The latest surge of money 
growth in the UK – with the M4 money measure showing an annual growth rate of 
over 10 per cent since early 2005 – has some resemblances to these earlier episodes 
and has stirred up old debates. As Martin Wolf remarked in his column in the 
Financial Times on 15th June 2007, ‘Interpreting changes in the growth of the stock of 
broad money is difficult and, in the UK, extremely controversial’. Indeed, he felt that 
many economists ‘suffered from a visceral unwillingness to accept that the broad 
money stock has any significance for inflation’.  
 
Sceptics about the role of money in the inflationary process sometimes claim that the 
ratio of expenditure to money (also known as ‘the velocity of circulation’) can vary 
enormously. A celebrated statement on the subject was made in the Report of Lord 
Radcliffe’s Committee on The Working of the Monetary System, which was agreed 
unanimously in 1959. The Committee’s view was that ‘we cannot find any reason for 
supposing, or any experience in monetary history indicating, that there is any limit to 
the velocity of circulation’.1 The Radcliffe Report’s hostility to a monetary account of 
inflation was countered by one of the earliest pamphlets from the Institute of 
Economic Affairs, Not Unanimous, edited by Arthur Seldon.2 More recently a view 
not unlike Radcliffe’s has been expressed by Patrick Minford. In his words, ‘Velocity 
growth is all over the place.’3 Minford’s apparent repudiation of a link between 
money and inflation is made the more noteworthy by the contrast with his position at 
the start of the Thatcher government, when he advocated monetary control to defeat 
inflation.4    

 

So two questions need to be answered, ‘are there general reasons why high money 
growth leads to rapid inflation?’ and ‘what in particular are the risks to future inflation 
implied by continued double-digit UK money growth?’. The message of the analysis 
here will be that the desired ratio of money to income (i.e., the inverse of velocity) is a 
variable amenable to economic analysis, in just the same way as the desired ratio of 
any good or service to income. Its movements are therefore not arbitrary and erratic, 
and changes in velocity are not ‘all over the place’. Finally, an examination of 
changes in the ratio of the UK’s money to its nominal GDP in the 1971 – 2004 period 
will lead to a quantification of the risks of above-target inflation latent in continued 
high money growth.  
 
 
 
 
 



The desired ratio of money to income: some theory  
 
Central to economic analysis are the notions of supply and demand, and their 
representation in supply and demand ‘curves’ or ‘schedules’. Quantity and price are 
determined in an individual market (partial equilibrium) by the intersection of supply 
and demand schedules for the product traded in that market; quantities and prices for 
the economy as a whole (general equilibrium) are determined when the supply and 
demand schedules for all products intersect. This is not the place for a disquisition on 
the role of equilibrium in economics, but – if the usefulness of supply-and-demand 
analysis is accepted – a few observations immediately become pertinent. First, 
monetary economics has appropriated the equilibrium idea by saying that national 
income is ‘determined’ (i.e., reached its equilibrium level) when the demand to hold 
money balances is equal to the supply of such balances. If the quantity of money is 
not equal to the demand to hold money, agents take steps (by altering their spending 
on goods and services, or rearranging their portfolios) to bring them into equality. 
They keep on doing this – with the resulting impacts on aggregate expenditure and the 
value of assets – until the quantity of money is equal to the demand to hold it.5  
 
The characterisation of economy-wide monetary equilibrium as the successful 
coupling of money supply and demand ought to be no more controversial than any 
other kind of supply-and-demand analysis. Further, every demand schedule has two 
main terms, income and price. If economists agree that the demand for foreign 
holidays, socks or potatoes is a function of income and price, they should have no 
‘visceral unwillingness’ to accept the proposition that the demand to hold money 
balances is also a function of income and price. Once ‘income’ is an argument in an 
aggregate money demand function, it must be the case that the equilibrium level of 
national income changes with the quantity of money. The steps in the argument have 
the force of logical propositions. Admittedly, there is a little awkwardness in the 
notion of ‘price’ in the money demand function, but its replacement by some such 
phrase as ‘expected rate of return relative to a competing assets’ or ‘the opportunity 
cost of holding money’ ought to be adequate and unremarkable.  
 
Why, then, are so many economists (and indeed non-economists) seemingly allergic 
to the theory that the quantity of money is basic to the determination of national 
income? In this essay three possible sources of Wolf’s ‘visceral unwillingness’ are 
identified. The first is a suspicion of any mono-causal account of national income 
determination. Should so much attention be paid to only one macroeconomic 
variable? Critics of monetary analysis might say that the economy consists of 
thousands of goods and services, and that an economist might just as well talk about 
the equilibrium condition in the market for holidays, socks or potatoes as vital to the 
determination of national income.6 Why is there all this fuss about money?  
 
The answer here begins by highlighting one of money’s distinctive features, its fixed 
nominal value. A note issued by the central bank is worth its stated value by law; a 
deposit in a bank is worth its nominal value because it is convertible at par into central 
bank notes. The nominal value of a note and the nominal value of money circulating 
inside the banking system do not change in the course of transactions. If the quantity 
of socks is doubled by an Act of God, and the number of feet is given, the nominal 
price of socks falls. If fewer package holidays are arranged because the deus ex 
machina of an airline pilots’ strike, and the number of days in July and August is 



fixed, the nominal price of package holidays rises. But, if the quantity of money is 
halved or doubled by an Act of God (or indeed by the Prime Minister in cahoots with 
the Chancellor and the Governor of the Bank of England), and the quantity of goods is 
given, the nominal price of money does not rise or fall. It does not change, because – 
by its very definition – it cannot change.  
 
The fixity of the price of money in nominal terms is essential in understanding why 
changes in the quantity of money cause changes in the price of non-money goods and 
services. A doubling of the quantity of money creates an ‘excess supply of money’ 
and violates equilibrium. Because equilibrium cannot be restored through a change in 
the nominal value of money, a rise in the prices of goods and services is necessary 
instead. A focus on money in discussions of economy-wide equilibrium is therefore 
justified by its distinctiveness as the system’s numeraire.  
 
But that is just the start. Not only is money special in having a fixed nominal value, it 
also in modern circumstances has the property that its quantity can be heavily 
influenced by ‘the monetary authorities’ (i.e., the central bank and the government). It 
is – to some degree – ‘a policy variable’. Huge debates have arisen about whether 
bank deposits are under the direct control of the monetary authorities and whether the 
central bank should manage the quantity of its own liabilities (notes, the monetary 
base) or a rate of interest.7 There is no room here to pursue these debates, but the 
susceptibility of money to the influence of actions by the monetary authorities is not 
really in doubt. In short, money shares with non-money goods and services the 
characteristic that the quantity demanded (i.e., the quantity that agents wish to hold) is 
a function of income and price, but differs from them in that its nominal value is 
given and its quantity is subject to influence by policy-making bodies.  
 
The widespread aversion to the mention of money may have a second source in the 
apparent ambiguity of the concept. According to a long-standing textbook convention, 
two groups of assets are amalgamated inside the single category of ‘money’. These 
are, first, money issued by the central bank and held outside the banking system (i.e., 
notes and coin in circulation with the public), and, secondly, the deposit liabilities of 
the commercial banks. But notes and deposits are not the same thing. The value of 
notes is fixed by the legal tender laws. In principle, deposits are convertible into notes 
at par, but – if banks go bust – full redemption may not be possible. Some economists 
have emphasized the distinction between the two forms of money and suggested that 
they be given different names, with notes being called ‘outside money’ and deposits 
‘inside money’.8 Other have gone further and argued that macroeconomic analysis can 
be restricted to outside money.9 Eugene Fama at the University of Chicago has urged 
the conclusion ‘that a competitive banking sector is largely a passive participant in the 
determination of a general equilibrium, with no special control over prices or real 
activity’.10 In other words, analysts do not need to bother themselves with banks and 
broad money when they make macroeconomic prognoses.  
 
Practicing central bankers are suspicious of Fama’s argument, since bank failures and 
declines in broad money have been conspicuous in periods of deflationary 
macroeconomic trauma (such as the Great Depression in the USA).11 Nevertheless, 
Fama’s position has had great influence in monetary economics. When Minford 
asserted (as he did at a meeting of the Shadow Monetary Policy Committee in August 
2007) that ‘the various money supply definitions form part of an industrial 



equilibrium in the intermediary sector’ and so need not figure in an assessment of the 
economic outlook, he is taking his cue from Fama.12 In an earlier statement Minford 
was even more forthright, with the claim that ‘though many deposits continue to be 
used in transactions through clearing systems, they cease to be money with a 
determinate demand, and become savings vehicles [like unit trust units] with an 
indeterminate demand’.13  Statements such as these provide background to the 
assertion that the ratio of broad money to income is ‘all over the place’.  
 
But Fama and Minford are wrong. Bank deposits and unit trust units are different 
assets with distinct characteristics, and banks are not at all like fund management 
groups. As a matter of routine unit trust units change in nominal value, whereas the 
nominal value of bank deposits does not. (The significance of this contrast should be 
evident from the earlier discussion.) Also basic is that bank deposits can be used to 
make transactions and are a medium of exchange, whereas unit trust units cannot 
generally be so used and are not a medium of exchange.14 The ability to give payment 
instructions against bank deposits enables their holders to reduce transactions costs. 
On the other hand, the expected rate of return on deposits is lower than that on unit 
trusts. 
 
If bank deposits and unit trusts units were the only two financial assets, the 
equilibrium condition between them could be easily specified. It would be that money 
in the form of bank deposits is held in preference to unit trust units until the marginal 
expected reduction in transactions costs is equal to the marginal expected loss of 
return. Of course banks compete in order to provide the lowest bank charges and 
attract the most business. A key feature of the banks’ own equilibrium condition is 
that the expected marginal cost of providing transactions services to depositors (i.e., 
investing in clearing infrastructure, employing staff to operate it and so on) be equal 
to the expected marginal revenue from the balance-sheet expansion due to deposit-
taking (i.e., the excess of the interest received on assets over that paid on deposits).15 
These are valid equilibrium conditions, in just the same way as those that specify the 
equivalence of the marginal utility of foreign holidays, socks and potatoes to their 
market price or the equivalence of the marginal cost of sock and potato production to 
their suppliers’ marginal revenue. The demand function to describe the holding of 
bank deposits is just as ‘determinate’ as the demand function for holidays, socks and 
so on.  
 
The third source of irritation with money may be the variety of functions that it serves 
and the resulting difficulties of analysis. Money is used in the flow of transactions in 
goods and services that constitute national expenditure in the current period, and 
forms part of the stock of assets that survives from period to period. The holding of 
money can therefore be rationalised in alternative ways, either as a ‘transactions 
demand’ or as an aspect of portfolio choice. Money held in portfolios is said to be for 
‘savings’, in the sense that it contributes to the accumulation of financial assets. Asset 
accumulation and selection are often regarded as being at some distance from the 
determination of expenditure and income. So a common procedure is to include only 
notes and coin in circulation and sight deposits in ‘money’, because they are 
immediately available for transactions, and to exclude time deposits. By extension, 
‘transactions money’ (or ‘narrow money’, which usually comes to much the same 
thing) is said to matter to the determination of aggregate demand, whereas ‘savings 
money’ (or ‘broad money’) does not.16 The effect is again to diminish the significance 



of commercial banks in macroeconomic discussion, particularly in those economies 
(such as the USA today) where time deposits have become several times larger than 
sight deposits. Some economists even make statements about the relationship between 
narrow money on the one hand, and both national income and asset prices on the 
other. Implicitly, they see sight deposits as playing a major role in portfolio decisions, 
and time deposits as an unwelcome and irrelevant guest in the proceedings. 
 
The mistake here is to talk about the economy as if in terms of a general equilibrium, 
with the intention that every relevant category (money, goods, assets) is embraced, 
and yet to eliminate one major type of asset (i.e., time deposits). In truth the monetary 
assets in an economy consist of notes and coin, sight deposits and time deposits, and 
there are equilibrium relationships between all of these and goods and assets. The 
nearest alternative to a sight deposit is plainly a time deposit, not a good or an asset. 
To eliminate such deposits by assumption is to omit a relevant and potentially very 
important variable.17 Indeed, since nowadays time deposits are considerably larger 
than sight deposits in many nations, remarks on the relationship between ‘money’, in 
the sense of narrow money alone, and asset prices are likely to be misleading.  
 
A further argument against the restriction of money to notes, coin and sight deposits is 
more complex, but perhaps more fundamental. Its punch line is that the standard 
account of the monetary determination of national income works properly only with 
an all-inclusive measure of money. As is familiar, the standard account posits a stable 
desired ratio of money to income and an initial position of equilibrium. The 
equilibrium is then disturbed by a sudden increase in the quantity of money. Agents 
respond by a sequence of rounds of spending in which the excess supply of money is 
associated with excess demand for goods and causes a rise in prices until the original 
ratio of money to income is restored. The analysis turns on the premise that individual 
agents cannot change the aggregate quantity of money when they buy and sell goods 
and services. In Friedman’s words, in the hypothetical situation under discussion ‘if 
individuals as a whole were to try to reduce the number of dollars they held, they 
could not all do so, they would simply be playing a game of musical chairs’.18  
 
But here is the rub. The premise of the invariance of aggregate money to individuals’ 
transactions does not hold for a less-than-fully-inclusive money aggregate. The 
explanation is simple, that when agents switch sums between the different forms of 
money (for example, from a sight deposit to a time deposit) – when in other words 
they conduct money-into-money transactions – they change both the size of their own 
narrow money holdings and the aggregate quantity of narrow money. By contrast, the 
invariance premise does hold for an all-inclusive measure of money, because by 
definition money-into-money transactions are impossible for such a measure.19   
 
In short, a large body of theory argues that the desired ratio of money to income is 
likely to be stable. The ratio may change over the long run, because of developments 
in technology, tastes and institutions. But at any one time – with technology, tastes 
and institutions given – a clear implication of the stability of the desired ratio of 
money to income is that large increases or decreases in the quantity of money alter the 
equilibrium level of national income. The stability of the desired money/income ratio 
should apply for any measure of money (i.e., of cash, narrow money and broad 
money). Nevertheless, an all-inclusive measure of money was the traditional focus of 
economists’ analytical attention.20  A strong argument can be made less-than-all-



inclusive money measures are unconvincing if put to work in the standard account of 
the monetary determination of national income. The shift in American monetary 
economics towards regarding the monetary base as the only valid and interesting 
measure of ‘money’, and the related belittling of the macroeconomic significance of 
the banking system, are dangerous intellectual trends and need to be resisted.21 

 
 
The desired ratio of money to income: some facts  
 
So theory argues that money’s velocity ought not to move ‘all over the place’. What 
about the facts? Detailed UK monetary statistics were first prepared officially in 1963, 
following a recommendation in the Radcliffe Report. What do they say about the ratio 
of money to income?  
 
The key numbers are easily summarised. In the 43 years from the second quarter of 
1963 to Q2 2006 the M4 measure of money rose by 98.5 times at a compound annual 
rate of 11.3 per cent, while national output (more precisely, ‘gross value added at 
basic prices, in current price terms’) climbed by 40.6 times at a compound annual rate 
of 9.0 per cent. Critics of the monetary approach might use these numbers to question 
claims of a stable money/income ratio. It cannot be gainsaid that the ratio of money to 
national output rose substantially, by almost 2 ½ times, in the 43 years. But the four 
decades in question saw immense institutional upheaval in the banking system, 
because of computerisation, internationalisation, the removal of restrictions on bank 
lending, the intensification of competition and other developments. Given the scale of 
these technological and regulatory changes in the background, an increase of only just 
above 2 per cent a year in the ratio of money to national output is modest. More 
pointedly, the changes in both money and national output are an order of magnitude 
larger (almost 100 times and 40 times) than the change in the ratio of money to 
output.  
 
Another way of looking at the facts is to divide the 43-year period into sub-periods (of 
three decades and one sub-period of 13 years) and to see whether high growth rates of 
money and national output are associated. The exercise is carried out in Table 1.1. 
While the increase in money is not identical to that in nominal GDP in any decade and 
while indeed the difference between the growth rates of money and nominal GDP 
varies significantly over time, the link between trends in money and nominal GDP is 
clear. The decade to Q2 1983 saw the highest growth rates of money and nominal 
GDP, whereas the 13 years to Q2 2006 had the lowest growth rates of money and 
nominal GDP. Much more rigorous econometric tests have been conducted on many 
occasions and mostly confirm, if with a variety of technical qualifications, the validity 
of the relationship between money on the one hand and national income or output on 
the other.22  
 
 
 
 
 
 
 
 



        

 Table 1.1 Growth of money and national output, 1963 - 2006  
 divided (roughly) by decade     
        
 Compound % annual growth rate in periods, according to Office  
 for National Statistics website as at 1st August 2007.   
        
     M4  GVA (i.e., national output )  
        
 Ten years to  Q2 1973  11.4 9.1  
   Q2 1983  14.1 14.9  
   Q2 1993  12.1 7.8  
 Thirteen years to  Q2 2006  8.4 5.9  
        
 
 
Further insight is obtained by analysing the types of agent that were holding money 
over the 43-year period. Data are available in the UK, for all the 43 years at quarterly 
intervals, for the money holdings of  

- ‘the household sector’ (predominantly individuals as such),  
- non-financial corporations, and  
- financial corporations other than banks.  

Their respective money holdings at the start and end of the period are given in Table 
1.2. A number of comments arise. 
 
First, the household sector was the largest holder of money at both the start and the 
end of the period. The critics might emphasize that households’ money increased 
almost 90 times in the period under consideration, whereas national output was up just 
over 40 times. But the nature of people’s money holdings changed dramatically in the 
four decades from the early 1960s. Because credit cards had not been introduced, note 
holdings – which of course paid no interest – were much larger relative to deposits 
than nowadays. (In April 1963 the estimated circulation of currency with the public 
was £2,201m., while the deposit liabilities of the UK banking sector were under 
£11,000m. Many of these deposits were in company hands.)  Further, non-interest-
bearing current accounts at the English clearing banks (£4,339m. at 17th April 1963) 
were larger than interest-bearing deposit accounts (£2,725m. at the same date).23 By 
contrast, at the start of the 21st century individuals’ holdings of deposits are many 
times larger than their holdings of notes, while the majority of deposit holdings are 
interest-bearing. (At Q2 2006 households’ currency holdings were £35.4b., compared 
with sterling bank deposits of £616.2b. At the end of June 2006 the M4 money 
measure included £689.3b. of interest-bearing retail deposits, but only £53.5b. of non-
interest-bearing bank deposits.)24 In short, whereas in the early 1960s non-interest-
bearing money represented over two-thirds of all household money, nowadays such 
money is little more than 10 per cent of the household total. Because money has 
become a more attractive asset, it is – in equilibrium – larger relative to incomes and 
output than it was over 40 years ago. In fact, econometric analyses of the UK 
household sector’s demand for money have routinely found it to be stable in recent 
decades.25 Since individuals have been the most important single type of money 
holder since the early 1960s (and no doubt for much longer), this finding goes far to 



refute claims about the instability of money demand and the alleged unreliability of 
the relationship between money and income.  
 
 
                  

  Table 1.2   Money holdings by type of agent, 1963 - 2006   
           
  Figures are of M4 holdings at end of quarter, in £m., seasonally adjusted,   
  according to Office for National Statistics website at 1st August 2007.    
           
     1963 Q2 2006 Q2  2006 as    
        multiple of 1963 
           
  - Household sector  9,583 832,257  86.8   
  - Non-financial corporations 4,324 209,723  48.5   
  - Other financial institutions* 258 362,069  1403.4   
           
  - National output      40.6   
                  
 
 
Secondly, non-financial corporations’ money has grown over the 43-year period at 
virtually the same rate as national output. (The compound annual growth rate of their 
M4 balances was 9.4 per cent, while that of national output was 9.0 per cent.) The 
similarity of the growth rates is striking, particularly as the non-financial corporate 
sector – then deemed a high-priority part of the economy by officialdom because of 
its role in producing and exporting – was the least subject to credit restrictions in the 
1960s. It has therefore gained least from subsequent financial liberalisation and its 
money holdings have not grown much faster than output. In a separate statistical 
exercise the author has shown that the ratio of non-financial companies’ bank 
borrowings to their deposits (or ‘the corporate liquidity ratio’) has changed 
remarkably little in the last four decades, while the corporate liquidity ratio has been 
correlated with the buoyancy of domestic demand.26 (The relationship is depicted 
below in Chart 1.1.) This correlation may be interpreted as due to companies’ actions 
in response to fluctuations in the adequacy of their money balances relative to a 
desired or ‘equilibrium’ level. As far as the UK corporate sector is concerned, the 
notion that money demand and velocity go ‘all over the place’ is untenable.  
 



Chart 1.1: Corporate liquidity and
 domestic demand, 1964 - 2003
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Thirdly, the suggestion might be made that the financial sector holds money to help in 
the timing of asset purchases and its activities have no direct bearing on national 
expenditure. (This is a mischievous suggestion, but let it stand for the moment.) If the 
financial sector is then excluded from the discussion, the result is to bring the growth 
rates of money and national output over the 43-year period much closer together. In 
mid-1963 and mid-2006 the combined money holdings of the household and non-
financial corporate sectors were £13,907m. and £1,041,980m. respectively. The 
compound annual growth rate implied by these numbers is 10.6 per cent, compared 
with 11.3 per cent for total M4 and 9.0 per cent for national output. A gap between 
money and income growth remains, but it is not particularly large. Moreover, it can 
plausibly be attributed to the stimulus to the banks from liberalisation and intensifying 
competition. The banks reduced their margins and introduced more interest-bearing 
accounts, and as a result the equilibrium ratio of deposits to income increased 
substantially. Roughly speaking, for households and non-financial companies, the 
equilibrium ratio of money to income doubled in the 43 years from mid-1963 to mid-
2006. A doubling was a big change, but – surely – it was overshadowed by the very 
much larger increases in money and income. Whereas ‘velocity’ in this sense altered 



by a factor of about two, money in the hands of households and companies soared by 
a factor of 75 and national output by a factor of over 40. An emphasis on the 
instability of velocity seems misplaced, to say the least. If the annual growth rate of 
money had been significantly lower, by say 5 per cent, a fair conjecture is that the 
inflation rate would have been reduced by a similar figure.  
 
Finally, quite unlike households and companies, the financial sector appears to be 
seriously misbehaved. Over the 43-year period under review financial institutions’ 
money holdings exploded by more than 1,400 times. The compound annual growth 
rate of almost 20 per cent was markedly higher than that of national output, while the 
variation in the growth rate from year to year was much higher than for households 
and companies. The claim that velocity can change ‘without limit’ appears to have 
worthwhile supporting evidence in this part of the economy.  
 
The analysis of financial institutions’ demand to hold money is indeed difficult, but it 
would be wrong to say that their monetary behaviour is a pure will o’ the wisp. As 
already noted, the financial sector’s task is to manage assets rather than to oversee the 
production of goods and services. An essential point to reiterate is that the last four 
decades have seen major moves towards the liberalisation of financial markets and a 
narrowing of banks’ loan margins. Organisations which simultaneously borrow from 
banks and hold money balances (and which are therefore particularly concerned that 
loan margins be as low as possible) have gained disproportionately from these 
developments. Typically these organisations, which include investment banks 
(labelled ‘securities dealers’ in the official data) and ‘private banks’ (i.e., companies 
that manage all the assets, and not just the bank deposits, of wealthy individuals and 
families), are in the financial sector. As such organisations have grown at a higher rate 
than national output, and as the UK has captured a significant share of rapidly-
growing international financial services business in the last 40 years, the money 
balances of financial institutions have increased much faster than national output. This 
development has been understandable and is readily interpreted in economic terms. 
To some extent the impact of the boom in international financial services on UK 
money demand could be compared to shift in ‘technology’ or ‘taste’, which – as the 
earlier discussion recognised – could change the equilibrium ratio of money to income 
without affecting the validity of the underlying theory. If attention is focussed on 
institutions that have been active in the UK and relatively stable in structure over the 
whole of the last four decades, it turns out that money-holding behaviour is quite 
stable. For example, life insurance companies and pension funds have kept the ratio of 
their liquid assets (dominated by bank deposits) to their total assets consistently close 
to 4 per cent since the mid-1970s, even though their assets have climbed by more than 
50 times since then.27 

 

While the analytical difficulties created by money held in the financial sector must be 
recognised, it is important to maintain a sense of perspective. The evidence seems to 
be that households, and to a lesser extent, non-financial companies keep their money 
holdings at all times fairly close to the ‘equilibrium’ levels suggested by the best-
fitting money demand functions. As a result, when aggregate money growth 
fluctuates, the fluctuations in the money growth rates of the financial sector are 
amplified. When the annual growth rate of M4 as a whole rises from, say, 8 per cent 
to 12 per cent, the annual growth rate of financial sector increases from, say, 10 or 11 
per cent to over 20 per cent. Conversely, when the annual growth rate of M4 falls 



from 8 per cent to 4 per cent, the annual growth rate of financial sector money falls 
from 10 or 11 per cent to virtually nil. Some financial institutions – of whom life 
insurance companies and pension funds are good examples – try to keep their money 
holdings quite stable relative to their total assets. It is therefore not surprising that 
fluctuations in M4 growth, and the associated swings in financial sector money 
holdings, are accompanied by marked oscillations in asset prices (i.e., share prices, 
house prices and the values of commercial property).28 These oscillations are 
undoubtedly relevant to the behaviour of demand, output and employment, and – at a 
further remove – to movements in the price level and the inflation rate.  
 
In summary, a sector-based analysis of money-holding behaviour yields valuable 
insights on top of those generated by the aggregate data. If particular sectors can be 
shown to have stable money-holding behaviour, that adds credibility to the claim that 
the combination of all the sectors – or, in other words, the private sector as a whole – 
should also have stable money-holding behaviour. A warning nevertheless needs to be 
inserted here about the notion of a money balance ‘belonging’ to a particular sector. 
While this notion is inescapable for analytical purposes and valid at any particular 
moment, it is invalid over the medium and long runs. Monetary data are a sequence of 
snapshots, but in the real world money balances are like the actors in a film and are 
constantly on the move. A particular ‘sum of money’ may be held by a financial 
institution on 1st January 2004, but by an industrial company on 23rd February 2005 
(after the company has issued some shares and sold them to the financial institution) 
and a household on 18th October 2006 (after the company has paid some wages). 
People and companies are always seeking the right balance – the equilibrium value – 
of the money they hold relative to both their assets and their expenditure. Money 
therefore passes ceaselessly from agent to agent, and from sector to sector. Of course, 
this is one reason why the exclusion of financial sector money from the analysis is 
dangerous. A balance that was held by a life insurance company or a private equity 
fund at one date (when it is allegedly irrelevant to ‘spending in the shops’) may have 
circulated, after two or three rounds of transactions, to a balance in the hands of a 
household at another date (when the more stable money demand functions of the 
household sector argue that it is very relevant to expenditure).29  
 
 
Assessing the inflation risks  
 
Claims that velocity moves ‘all over the place’ and that it is not subject to any upper 
limit have a definite statistical implication. This is that – if a series of values of the 
change in velocity is compiled – it will not conform to any known statistical 
distribution and will therefore resist a probability analysis. But, because of the 
availability of data in the UK since 1963, it is an easy matter to prepare such a series 
and to check whether it resembles one of the familiar statistical distributions.  
 
 



Chart 1.2: Money and nominal GDP, 1965 - 2001 
Chart shows annual rates of changes in nominal GDP and M4 money, 

1965 Q2 to 2006 Q1, quarterly data
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The chart above gives the annual rates of increase in money and nominal GDP 
between 1965 and 2006, and a series for changes in velocity can be derived from the 
data underlying it. Visual inspection shows that the differences between the growth 
rates of money and nominal GDP were more pronounced after the early 1970s than 
before. As it happens, September 1971 saw a radical change in banking regulation, 
known as ‘Competition and Credit Control’, which liberalised bank credit and 
disturbed earlier relationships between money and macroeconomic data. The 
following analysis therefore relates to the period after the CCC reforms, as this is the 
period when some economists emphasized the ‘breakdown’ in demand-for-money 
functions and the supposed instability of velocity.30 The period covered is in fact from 
the end of 1971 to the end of 2004, which contains 32 values for the change in 
velocity in the year to the fourth quarter (beginning with the annual change to Q4 
1972). The histogram of these 32 values is shown below. The cut-off point of end-
2004 has been chosen because it is the last full year before the current phase of 
double-digit annual rates of M4 growth.  
 



Histogram 1:   Histogram shows number of times 
the change in velocity fell within certain bins (value 1 to 4, 4 to 7, 
etc.) in the 1971 - 2004 period - Histogram relates to annual data
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Whether the 32 values for the change in velocity constitute a recognised statistical 
distribution can be determined by a variety of tests, some of considerable 
complexity.31 However, in order to take the discussion forward, it is assumed that the 
32 values conform to a normal distribution. (Again, visual inspection is sufficient to 
suggest that the assumption is not silly.) It is then a mechanical matter to estimate the 
probability that – in any one year – the change in velocity will fall between certain 
values. The mean value of the increase in the ratio of money to nominal GDP (i.e., the 
inverse of velocity) in the 32 years was almost exactly 2.0 per cent, with a standard 
deviation of 4.39. The probability that the increase in the ratio of money to GDP will 
lie between nil and 3.99 per cent (i.e., with values of the change in velocity that are 2 
per cent either side of the mean) can then calculated as over a third (34.8 per cent); the 
probability that the increase in the ratio of money to GDP will lie between 4.0 per 
cent and 5.99 per cent is 14.5 per cent; and the probability that the increase in the ratio 
of money to GDP will be more than 4 per cent above the 2.0 per cent mean (i.e., that 
it will be 6 per cent or more) is 18.1 per cent – or less than one in five. (The line 
showing probabilities of 6-per-cent-or-more increases in the ratio of money to GDP is 
highlighted in bold in the accompanying matrix.)  
 
But the analysis can be taken further. Most economists who believe in the 
macroeconomic significance of money accept that the relationship between money 
and nominal GDP is rather imprecise in the short term and improves in the medium 
term. The greater reliability of the medium-term relationship can be assessed by 
taking two-year, three-year and so on moving averages of the change in velocity, and 
then conducting probability analyses with the resulting series of moving average 
values.32



 
 
                
          
  Table 1.3   Assessing probabilities of changes in     
  the ratio of money to GDP       
          
          
  Ratio increases Length of time under consideration      
  by % per annum: In any In periods of successive years:    
   one year Two years Three years Four years Five years   
          
  Between 2.0% and 3.99%  17.4 21 22.9 25.8 26.9  
          
  Between 4.0% and 5.99% 14.5 14.5 15.8 15.8 15.3  
          
  Over 6.0%  18.1 14.5 11.3 8.4 6.2  
          
  Memorandum items:        
  Mean value 2.01 2.01 1.99 1.95 1.9  
  Standard deviation  4.39 3.78 3.3 2.93 2.66  
          
                
 
 
As would be expected, the standard deviation of the five-year moving average of the 
annual change in the ratio of money to GDP is appreciably lower than the standard 
deviation of the annual change itself. As a result, the probability of extreme outcomes 
is reduced. The likelihood that the ratio of money to GDP can rise by much more than 
2 per cent a year (i.e., its average rate of rise over the period) within a particular 
period declines the longer the period under consideration. In fact, the probability that 
the ratio of money to GDP will rise by 6.0 per cent or more in five successive years is 
only 6.2 per cent, little better than 1-in-20. (See Histogram 2. As would be expected, 
this second histogram has fewer extreme values.)  
 
In the two years to Q1 2007 the velocity of circulation of M4 fell by just over 6.4 per 
cent a year. The above analysis shows that this outcome is improbable. Assuming that 
the underlying relationships between money and income in the UK are much the same 
now as over the last three decades, the likelihood of two successive years in which the 
ratio of money to GDP rises by more than 6 per cent is only 14.5 per cent. To say that 
an outcome has a probability of less than one in six is not to preclude it. (Of course it 
has just happened!) The trouble is that the odds against sustained large falls in 
velocity become increasingly stretched the longer that rapid money growth persists. 
To repeat, the probability that the ratio of money to GDP will rise by 6 per cent or 
more in five successive years is little better than 1-in-20. In fact, the probability that 
the ratio of money to GDP will rise continuously by under 4 per cent a year over a 
five-year period (i.e., by under 22 per cent in the full five-year period) is roughly 72 
per cent. Since the ratio of money to GDP has already increased by about 13 per cent 
since early 2005, it is very likely that the ratio of money to GDP will rise more slowly 
(perhaps by only 1 or 2 per cent a year) over the next three years. If M4 growth were 
12 per cent in, say, the year from mid-2008, a 3 per cent rise in the ratio of money to 



GDP would be consistent with a 9 per cent increase in nominal GDP. Since the trend 
annual growth rate of real output is not much more than 2 ½ per cent, that would 
imply an inflation rate of over 5 per cent. The official inflation target would be in 
ruins. 
 
 
 

Histogram 2:   Histogram follows same format 
as Histogram 1, but relates to periods of

 five consecutive years 
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Conclusion: velocity is not ‘all over the place’  
 
The UK evidence assembled in this paper argues strongly that – over the medium and 
long runs – changes in the ratio of money to income and expenditure (i.e., the inverse 
of velocity) have not been ‘all over the place’. Minford’s claim is contradicted by the 
facts. Since the UK’s money demand function is known to be badly behaved 
compared with other countries and therefore to be something of a ‘black sheep’ in 
international comparisons (perhaps because of the scale of its financial sector), the 
wider invalidity of the Minford claim is evident.33 

 
When an allowance is made for a variety of influences which may alter the 
equilibrium ratio of money to income, a change in the rate of broad money growth is 
accompanied by a very similar change in the equilibrium rate of increase in nominal 
GDP. It is true that several quarters of disequilibrium may elapse before the rate of 
increase in nominal GDP responds fully to the new higher or lower rate of increase of 
broad money. One purpose of the probability analysis carried out here has been to 
quantify the differences in the closeness of the relationship between changes in money 



and nominal GDP growth rates for different periods of different length. To repeat a 
key conclusion, the UK data from 1971 to 2004 suggest that the likelihood of two 
consecutive years in which the ratio of money to GDP rises by more than 6 per cent is 
less than one-in-six, but that the likelihood of sustained large changes in the ratio of 
money to GDP declines the longer the period under consideration. Over five years the 
probability of consecutive annual rises in the money-to-GDP ratio of more than 6 per 
cent falls to little better than 1-in-20. Given the risks, policy-makers would be foolish 
to ignore the message of the monetary data.  
 
There is a puzzle about the reception of monetary economics in UK policy-making 
(and indeed political) circles. The vital propositions are little more than amplifications 
of supply-and-demand analysis, and are clearly grounded in a large body of theory 
and evidence. Yet they remain controversial and continue to be resisted. Part of the 
trouble may be the widely-attested association between an interest in monetary 
economics and support for the free market, which upsets the high proportion of 
British economists with left-of-centre political tendencies.34 Other possible 
explanations are a misguided over-commitment to the Keynesian income-expenditure 
model of national income determination (which in the naïve versions has no room for 
money) and an exaggeration of the problems of fitting money into general equilibrium 
models.35 Fama’s exclusion of the banking system (and so bank deposits and broad 
money) from an active role in the determination of national income illustrates how 
economists may slide from the identification of a curiosum in general equilibrium 
theory to the propagation of wholly mistaken views about how the real economy 
works. As Keynes once remarked, there is a danger in economics that – once a 
remorseless logician has started with an error – he or she may end up in bedlam.36 

 
This paper has relied on the traditional understanding of the relationship between 
money on the one hand and expenditure and inflation on the other, in which ‘money’ 
includes bank deposits. It has also been highly empirical. Attention has been paid to 
the facts about money, expenditure and velocity in the period, now somewhat longer 
than four decades, in which modern monetary and banking statistics have been 
compiled in the UK. Today’s economists should be grateful to the Radcliffe 
Committee for recommending almost 50 years ago that better data be collected. 
Ironically, that data now demonstrates the invalidity of one of the committee’s most 
widely-cited conclusions.   
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