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Abstract

This paper proposes a structural model that analyses the way financing constraints af-
fect investment, consumption and saving decisions of the entrepreneur of a small/medium
firm. The entrepreneur may face financing constraints because he cannot precommit to
repay debt, unless the debt is secured by collateral. In addition he cannot retain all
earnings, because a fraction of returns is non tradable and can only be consumed. These
assumptions generate an overinvestment and a precautionary saving effect: the proportion
of wealth allocated between risky projects and safe assets depends on future expected fi-
nancing problems. The model explains why small firms are on average more financially
constrained, despite all firms are ex ante identical regarding their ability to access external
finance. Model’s simulations are shown to be consistent with the empirical evidence about
financing constraints and firm dynamics: at the micro level, firm investment depends on
cash flow variations not related to changes in expected profitability. At the aggregate level,
small firms experience more procyclical variation in sales, investment and short term debt
than larger firms do. Another interesting result is that credit availability is more effective
than interest rate in propagating monetary policy for financially constrained (small) firms,

while interest rate is more effective for unconstrained (large) firms.
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1 Introduction

With perfect capital markets a firm can always raise external funds to finance all the projects
with a positive expected net present value. This is not possible if some imperfections are present
in the financial markets. Under asymmetric information or contract incompleteness (imperfect
enforceability) the moral hazard problem limits the availability of debt (Stiglitz and Weiss,
1981; Besanko and Thakor, 1986; Milde and Riley, 1988; Hart and Moore, 1998). In addition
adverse selection increases equity financing costs so that they overcome expected profits of
feasible investment projects (Myers and Majluf, 1984).

These theories predict that financing constraints should influence real activity both at in-
dividual and aggregate level. At the individual level, if external finance is limited, retained
earnings become the main source of funds, and firm investment is a function of internal finance
availability rather than of expected productivity of capital. At the aggregate level financing
constraints can amplify and propagate the effects of initial real and monetary shocks, through
three chanmels: i) the financial accelerator effect: productive firms can only invest if internal
finance is available. Hence at the beginning of a downturn the reduction in cash flow depresses
investment (bernanke Gertler and Gilchrist, 1996); ii) the asset price effect: when the borrowing
capacity of a firm depends on the collateral value of its assets, at the beginning of a downturn
the drop in asset prices reduces borrowing and investment (Kiyotaki and Moore, 1997; Ortalo
Magne’, 1997; Bernanke, Gertler and Gilchrist, 1998); iii) the flight to quality effect: during
a downturn banks increase collateral requirements, thereby reducing loans to borrowers facing

financing constraints. All three effects have opposite direction during an upturn.
Recent empirical work produced a considerable evidence supporting this view. At the

aggregate level, using size as a proxy for access to credit markets, it has found that small
manufacturing firms experience more procyclical variation in sales, inventories, and short term
debt than larger firms do (Bernanke, Gertler and Gilchrist, 1996). At the microeconomic level,
empirical work is based mainly on panel data estimation technique. It tests variations of the

neoclassical quadratic adjustment cost model augmented with financial frictions, and shows
that investment is excessively sensitive to internal finance: cash flow influences investment
more than its informational content about firm’s fundamentals would predict, according to the
neoclassical model (Among many others see Whited (1992); Hubbard, Kashayap and Whited
(1995); Jaramillo, Schiantarelli and Weiss (1996) and Gilchrist and Himmelberg (1998)).

The limit of this literature is the absence of a theoretical framework able to explain both
microeconomic and aggregate evidence. On the one hand empirical work on the aggregate effects
of financing constraints is based on generic considerations on which firms are more likely to be

constrained and what are the likely effects of constraints. The assumption that dimension is a



proxy for financing constraints is imposed rather than founded on a theory of firm behaviour at
the micro level. On the other hand microeconomic analysis is based on reduced form estimation,
and does not explicitly solve the dynamic investment problem of a constrained firm to derive
its aggregate implications.

This paper aims to fill this gap in the literature, with a model that analyses the way financing
constraints affect the choice between consumption, investment and precautionary saving for
the entrepreneur of a small/medium firm. The model is solved using a numerical method, and
the simulation of the investment and saving path of the firm is shown to be consistent with
microeconomic empirical evidence.

More importantly, the model explains why expected financing constraints can affect current
investment decisions, through a precautionary saving effect, and why this effect is stronger for
small rather than large firms.

Finally, the solution of the model is used to simulate an artificial economy, with many firms
heterogeneous in terms of size and profitability. The responses of such economy to unexpected
real and monetary shocks are consistent to all main macroeconomic stylised facts.

The remaining of the paper is organised as follows: chapter 2 discusses macroeconomic
evidence on the effects of financing constraints, chapter 3 illustrates the model, and chapter 4
shows simulation results.

2 Evidence of the effects of financing constraints.

Empirical work investigating the presence of financing constraints at the macroeconomic level
is based on two steps:

i) identification of firms that are more likely to be constrained in the access of external
finance; ii) inspection of the behaviour of constrained vs unconstrained firms across different
phases of the business cycle regarding sales, debt and inventories.

Kashap, Stein and Wilcox (1993), Gertler and Gilchrist {1993,1994) and Oliner and Rude-
bush (1996) compare the behaviour of small versus large manufacturing firms after Romer dates,
that represent episodes of tight monetary policy that led to a recession. Dimension is used as
a proxy of financing problems. Bernanke Gertler and Gilchrist (1996) conduct a similar study.
They inspect quarterly data disaggregated at firm level, and are able to control for industry
effects and to use bank dependence as an alternative criterion to identify financially constrained
firms.

They observe that after a monetary policy tightening short term debt increases for large
firms, which increase the supply of commercial papers, while it decreases for small firms. More-
over during the downturn that follows such monetary action sales drop earlier for small firms,



which also substantially decrease inventories, while large firms maintain inventories at an higher
level. As a result sales, short term debt, inventories and the inventory /sales ratio are more pro-
cyclical for small than for large firms.

This behaviour is observed also during business cycle fluctuations not directly related to
monetary actions. Bernanke Gertler and Gilchrist’s (1996) computations show that one third
of aggregate fluctuations can be accounted for by the difference between small and large firms.

It is interesting to compare this evidence with a similar analysis on a panel data of Italian
small and medium manufacturing firms (Caggese, 1998). On the one hand Italian data are
annual, therefore less useful in capturing business cycle effects, on the other hand they provide
additional qualitative information!, enabling to directly identify financially constrained firms.
The aggregate behaviour of Italian firms is consistent with the US evidence: i) the difference in
short term bank loans over total assets between constrained and unconstrained firms increases
in boom years (1984 and 1988-1989) and decreases in the long 1990-93 recession (see figure 1A);
ii) constrained firms exhibit higher growth rates of total sales during booms, and lower during
recessions. This regularity is more pronounced for the subset of profitable firms that declare to
have problems in obtaining long term financing and to have not enough collateral. These seem
also to lead both upturns and downturns (see figures 2A and 3A).

3 A model of investment with private income and col-

lateral constraint.

The purpose of this section is to build a simple dynamic model of consumption and investment
with endogenous financing constraints.

I am thinking of the entrepreneur (henceforth E) of a small-medium firm. E is the max-
imising agent of the dynamic problem, and can be interpreted as the owner/manager of the
firm?.

E is risk neutral, and maximises the expected discounted sum of future consumption. He
can invest in the firm, in a concave technology with capital as the only factor of production.
Output of the firm depends on the unobservable value of a parameter 8, that follows a stationary
stochastic process.

External finance availability for E is limited. Equity financing is not available, and debt
financing is limited by the fact that firm’s output is non verifiable (Hart and Moore, 1998). E

1Firms declared, in a survey, the problems they faced in financing investments in 1989-1991.
2Even though, as it will be mentioned later, the model is such that E could be reinterpreted as a manager

that acts weighting shareholders’ and his own private interest.



cannot comrnit to use earnings to repay the debt, he can only commit to use next period de-
preciated capital. Financial markets are otherwise perfect, and the banking sector is composed
by a large number of competitive banks. Therefore E can borrow and lend one period debt at
the market interest rate, and the upper bound to its borrowing capacity is the collateral value
of firm’s capital.

Consumption is modelled in the following way: a share of firm’s output is non tradable
(private). It cannot be stored and has to be consumed in the period. The tradable (financial)
share of output can be either saved or consumed. One possible justification for this assumption
is that E receives some non monetary return from running the firm®. This modelling choice is
also consistent with the fact that the share of a small/medium firm’s profits consumed by its
E is much larger than observed dividends. It is known that small firms almost never distribute
dividends. Hence income for E must come partly from wage costs and partly from tax evasion.
Therefore dividends are not a good way to represent his consumption choices. In this model
they represent the choice to consume a share of public output in addition to the private one,

and consistently with empirical evidence we show that the optimal dividend is always 0.

Firm’s technology is therefore the following:

Y = pibek] 1)

y'T=nyl (2)

O<a<l;n>0

k is capital. p is output price. y7 is tradable and y™T nontradable output. 7 determines
the relative weights of public and private output

In addition, at the beginning of each period E faces an exogenous probability to retire.

With probability -y he continues activity, observes the realisation of 8 and decides the level
of investment, that will be productive the next period.

With probability 1+ he retires, liquidates the assets of the firm and consumes a;, the total
net worth?.

ay = (1+n)y; +pj(1— 8k — b (3)

3 Another way to justify this assumption is to interpret E as a manager that receives private benefits (Jensen,
1986) proportional to firm’s output. His objective is to maximise his intertemporal utility, and he receives from
the shareholders a wage proportional to tradable profits. Linearity in preferences implies that his objective is
to maximise a weigthed average of tradable and non tradable output.

4This is equivalent to say that, after retiring, E perceives a perpetual rent of ra,



=a -y )

0<é<1

a, and w, are respectively total and financial net worth of the firm. p* is the price of capital
good and § is the depreciation rate. Prices are assumed to be deterministic. b is face value of
the loans that have to be repaid at time ¢.

The Bellman equation of the dynamic problem is the following:

Vi (we, ke, 64) k{\{lA‘)fl YE; {wt + S B Vi (weya, kt+179t+1)]} +(1-7)a (5)
such that:
Ty = ap — kH-l + — bH-l (6)
R
T 2> ytN T (M
b < 77’{4-1"‘.‘&1 (8)

0<7<60<y<1

Equation 6 is the budget constraint, and equations 7 and 8 are the constraints on consump-
tion and borrowing respectively. z; is consumption at time t. k;4; and byyq, the next period
capital and debt repayment, are the control variables®. R = 1 + r, where r is the market
interest rate, assumed constant. 7 is the fraction of capital that can be used as collateral.
It is important to note that w;, not a;, is the state variable of the problem. By substituting

recursively in 5, the value function can be expressed as a dynamic lagrangean (Chow, 1997):

¢
Vo (wo, ko, 60) = MAbX E; {Z (;) {"/mt +(1—v)a +p, (xt - yiVT) + A [TP{+1kt+1 = b:+1]}}
keq1,be41 t=0
9)
subject to (6) and to the standard Khun-Tucker conditions on lagrange multipliers x, and
X;. Substituting (6) in (9) by x, the first order condition with respect to b4, is the following:

m=R\+1E (Il.-x) 10)

3Investment at time ¢ is: i, = ky41 — (1 — 6) k. Since there are no adjustunent costs it is eg=v=i=at, in term
of notation simplicity, to use %; or k;+1 as control variable.
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This can be solved recursively obtaining:

% = E, (i »ﬂ}\w) 11)

=0
Equation 11 shows that the value of the multiplier associated to the consumption constraint
is equal to the expected value of the discounted sum of the multipliers associated to all future
collateral constraints.
Both multipliers are non negative, and y, > 0 if and only if E, (ED ¥ )\t+,~) > 0. Sufficient
i=

condition for E; (§ ¥ /\t+j) > 0 is that there is a positive probability of realising in future
7=0

negative "tradable” profits®. In this case, no matter how profitable is on average the firm and
how much wealth is accumulated, there is always some chance to loose it after a long enough
series of bad outcomes. This result implies that the constraint on consumption always binds.
The interpretation is that, as long as there is some positive probability to be constrained in
future, E always prefers to save rather than to consume, since postponing consumption reduces
the expected costs of financing constraints.

This simplifies the problem. The consumption constraint (7) holds with equality, and can
be substituted in (5) and (6). Moreover z, = yMT implies that the consumption at time ¢ is
predetermined at time ¢t — 1, and we can consider the value function for E at the beginning of
the period after consuming y7 and before deciding &, and b;;;. This implies that w and 6
are the only relevant state variables:

Vo (wo, 80) = MAX Eq {i (%)t {% [wﬁ,l +(1- ’)’)at+1] + X [TP{+1kt+1 - bt+1] }} (12)

key1,beta b

s.t.

; b
Dikiy1 = we + %1 (13)

Equation 13 is the budget constraint, and it means that net public wealth plus additional
borrowing has to finance next period capital.

3.1 The precautionary saving effect.

An important feature of this simple model is that in equilibrium E’s investment and saving
decisions are affected by future expected financing constraints. This is because E chooses a
level of capital that maximises total profits rather than tradable profits. The concave technology
implies that this level is too high with respect to the level that maximises tradable profits. The

This will be true in general unless the stochastic process 8, has very low variance.



result is an overinvestment problem. E cares about private benefits and expands the scale of
production over the level efficient in tradable terms.

In this situation expected financing constraints increase the importance of tradable versus
non tradable output. E prefers to invest less to generate more tradable profits and reduce the
likelihood to be constrained in future.

As an example, we consider an E without present and expected financing constraints, that
has to decide whether to save p{ or to buy one additional unit of capital:

a—1
Arzey1 = apie1fien k?+l

w.p-y a1 i
Arweyy = appaben ki + 0, (1-6)

time t: invest Akyy; = 1 time t+1:

wpl—y Ay =ap(1+7) 0t+1kf+_11 +Pi+1(1 - 6)

AS-’L‘t+1 =0
w.p.y

. Agwy = Rp}
time t: Save Aby1/R = —p; time t+1: §E P

wpl—% Aswy = Rp
Since § = 1/R, present and future consumption are perfect substitute, and optimality
implies:

Az + Aqwey = AgZery + Agweyy (14)

Substituting the expressions in equation 14 we get the first order condition at time ¢:
(1+1) E;,(MPKyy1) = U, (15)

By (MPK 1) = ape1 By (8:41) k&7 is the expected tradable marginal productivity of cap-
ital, and (1 + ) E; (MPKy,,) is the expected total marginal productivity of capital.

U, = Rpi —pi,, (1 —6) is the user cost of capital. I call k5% the level of capital that
satisfies equation 15. kf,_"{! is the optimal level of capital when markets are perfects, and E is
never constrained, today or in future.

2=
kﬁrﬂl‘ = (1+m) O‘P;t-lEt (Bet1) (16)

Proposition 1 Conditional on continuation, ¢ level of investment of kfM generates negative

expected marginal tradable profits.

The proof is straightforward. Since n >0 it follows that E, (MPK,,,) < U, , the mar-
ginal cost is greater than the marginal productivity of capital. I call &}, , the level of investment

8



that maximises tradable profits, which satisfies the standard condition E, (MPK ) =U, .

(17)

o
k= [QP:+1EI (9!+1)] 1=
t+1 — __Ut-_-

kEN > ki, because of the overinvestment problem. kfM — k., increases in 7, as pri-

vate output has a greater weight. I define Ly (kiy1) = Uy — E; (MPK,.,) as the marginal
loss in public profits. Lyy1(k7,;) = O by definition, while from proposition 1 it follows that
L (ki) > 0.

3.2 The formal solution.

Equation (12) is the dynamic lagrangean of the maximisation problem. Adding to it the budget
constraint (13), with the associated multiplier ¢,, and taking the derivatives with respect to
bi11 and k41, yields the following first order conditions:

¢ =RE, | ¥ ui| + (18)
3=0
AtTP§+1 - ¢ng + % (1+9- 7) E, (MPKt+1) + % (1- 7)(1- 6) P§+1+ (19)

+ 55 (bu) [Be MPK) + (1= ) phps] + L0is =0

Equation 18 shows that the shadow cost of a binding budget constraint is equal to the
discounted sum of expected future shadow costs of a binding collateral constraint. That is,
the expected cost of future collateral constraints increases the required expected rate of return
on capital. Substituting (18) into (19), and rearranging, we get equation (20). The following
equations (20-23) determine the optimal kq;:

Ri . . ©
(1+ ) B (MPKeia) = Ue + — [Rp} — 01| Ao + RE, (Lusa) B (Z 7 A,+1+,~) = ¥ia (20)
Y =0

St 2 ke @
A0 (22)
[Se - kH.]] )\t = 0 (23)

9



Sy = wy/[p} — £piy1] 1s the borrowing capacity of the firm. W4, is the following covari-

ance factor: W,,; = dcov (R § ¥ As145 + s pt+19t+1k::’+1) /Okey1 . It can be shown to be

positive. RE; (Ley1) Ey }: ¥ At41+5 | is the overall cost of overinvestment, and depends on

the expected value of the collateral constraint in future in case of continuation. From (20-23)

it follows that the solution to the problem is a capital level %z+1 equal to:

kfer (we, 0e) 3f K2y (we, 6:) < S (wh, 6:)
Keva (we, 0r) = (24)
St (we,6;) otherwise
kg, , is the optimal unconstrained capital level” when (21) holds with strict disequality. From
(22) and (23) we have that kP, satisfies (20) with A, = 0:

(1 + ’I']) Et (PMPKH.l) = Ug + RE; Lt+l (z ’)'J)\t+1+]> - \I’t+l (25)

=0

It is possible to show® that k},; < k9, < kF. Intuitively the bigger is E, E Y145 ]
the expected future financing problems, the bigger is the cost of overmvestment and kg,
is pushed towards kj,,. This is like a precautionary saving effect. When E has bad news
about the future, and expects to have financing problems, he will save more now to increase
his borrowing capacity, even if he is not actually constrained. Reducing capital below kP, is
like rationalising production (i.e. reducing employment, postponing nonessential investment,

closing less productive branches, etc.).

kg, , is different from kf¥. In fact perfect markets imply financial constraints are never binding, while &7,
is the optimal level of capital when the constraint is not binding today but will bind in future with a positive
probability.

o0
8When w, increases, the likelyhood of being financially constrained decreases. That is, B¢ . Asyj+1
j=0

0. In this case also ¥;y; — 0, and from (25) follows that lim kg, = kfM. Moreover when
E. {E ,\H.H}—»o
j=0
o
E, { > )‘t+l+.1} — co equation (25) is satisfied only if E¢(L¢41) = 0. This implies that lim
j=0

oo
E. Z'\=+:' —00
i=1

kep1 = kiys-

10



4 Numerical solution and simulation.

The model cannot be solved analytically, therefore here I provide a numerical solution obtained
discretising the value function and iterating the Bellman equation until convergence is achieved®.
I model 6 as a two state symmetric markow process: 6; € {6;,0y}, with 5 > 6. Transition
probabilities are:

01 =0 Oy =0y
bi=0r p L—p
be=0 1-p P

with .5 < p < 1. For simplicity prices are assumed constant and normalised to 1. Chosen

parameters values are:
v=095 a=06 R=101 p=pi=pi, =1
6=07 r1=03 p=07 95=081
0, =17 6y =23

The relatively high value of § is motivated by the fact that capital, being costlessly ad-
Justable, is more simjlar to nondurable working capital than to durable fixed capital. 7 indi-
cates that non-tradable output is 81% of the tradable output. The higher is 7, the larger is
ke — kiy1 and the lower are expected tradable profits at k7. 0.81 is the value that generates
zero tradable profits at kY conditional on 641 = 8. Since k2,, < kEM | such value means
that in general the firm will obtain positive profits conditional on ’good news’ {8141 = 0x), and
negative profits conditional on bad news (6:4; = 6z).

Figure 1 shows the two policy functions k41 (w, | 8, = 0g) and keyq (w, | 6: = 8;). For low
values of w, the constraint is binding at time t, and ke,y = S;. This corresponds to the section
of the policy function that is a diagonal line, with slope 1/ (p; - ok +1)' The denominator of
the slope is the required downpayment for a unit of purchased capital when the constraint is
binding. In the remaining part of the policy function ke.; = kg, < kF¥. The distance between
keyy and kEM measures the intensity of the precautionary saving effect.

Figure 1 shows that, when 6, increases, the binding constraint region expands and the
precautionary saving region shrinks. This feature is generated by the persistency of 6. Higher
6y means also higher values in future, and E expects to increase financial profits and financial
wealth, thereby reducing future probability of being constrained.

4.1 Simulation: single firm.

Figure 2 shows the time path of k&, for 50 periods, with a sequence of expansion and contraction
phases. Firm's idiosyncratic shock is 6 for 15 periods, then §, for 20 periods, and then

®Details are provided in the appendix B.
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again 8y for the last 15 periods. I simulate two firms with different initial endowment wg, but
otherwise identical. The firm with high wp has an almost zero probability to be constrained in
future. Hence it behaves like an unconstrained firm, and k ~ k™ V¢. The firm with low wp
has a binding collateral constraint only in periods 1-4 (start-up phase) and 35-36 (expanding
phase after a sequence of bad outcomes). In the other periods precautionary saving generates
higher investment volatility with respect to the "unconstrained’ firm.

The effects of precautionary saving on the relation between investment, profitability and
financial wealth are clear in figure 3, that shows the time paths of capital and of net tradable
wealth. Capital has a positive correlation with expected profitability, but also with changes in
net tradable wealth (cash flow) not related to changes in expected profitability. This is due to
the precautionary saving effect. In the first 15 periods E accumulates wealth. As he becomes
more confident about the future, he increases the amount of wealth invested in the risky asset
(firm’s capital), reducing precautionary saving. The situation is reversed in the next 20 periods
of 'bad luck’. Here precautionary saving is responsible for much of the contraction of investment
in periods 16-28.

Hence the model shows an investment excess sensitivity to internal finance, confirming
empirical results based on panel data investment estimations, even thought here the relation is

asymmetrical and nonlinear, and it depends on the level of wealth as well.

4.2 Simulation: aggregate.

In this section I will use the solution of the model to simulate an artificial economy with many
heterogeneous firms. This is a very simple ’partial equilibrium’ economy, because both interest
rate and prices are exogenous. The purpose of this exercise is to verify that the simulated
economy confirms stylised facts about the business cycle mentioned earlier. I will show that
small firms react more to unexpected shocks because of financial problems, despite all firms are
ex ante identical and subject to the same constraints.

The procedure is simple: I simulate an economy with 10000 firms, for 200 periods. Each
firm’s productivity evolves accordingly to the value of §;;, that is independent across firms and
path dependent across time. Firms exit when their E retire, and new firms enter, but the
total number of firms is constant. Each period aggregate statistics for small and large firms
are computed, to analyse the effects of an unexpected macroeconomic shock that hits after 100
periods.

The aim of this section is then to analyse firm dynamics in a simple economy with heteroge-
neous agents. It is very important to note that such dynamics are very sensitive to technology
assumptions. From this respect one limitation of the model presented in chapter three is that

12



the idiosyncratic shock is stationary, and firm’s technology is concave. Therefore E wants to
expand only up to the expected steady state size of the firm, that depends on the unconditional
expectation E (6;11) = (8 + 0) /2 = 8. This corresponds to a situation where returns to scale
are decreasing, or are constant/increasing but E’s ’know-how’ is essential for the firm!°.

A consequence of this limitation is that there exists a straightforward way to generate higher
volatility of small firms. It is sufficient to impose the same 8 to all firms, and to assume that
new firms start activity with a very small endowment. Given that there is an ongoing entry
and exit of firms, small firms will include younger firms that are constrained because are in the
start-up phase, while large firms will include older firms that are less constrained because they
are on average closer to the steady state.

Therefore, in order to generalise the analysis, I consider another dimension of firms hetero-
geneity, regarding the value of 8. To keep things simple, I simulate 10000 firms that belong to
two types:

Typel: § =2  6t=17 6y=23 k™ (6p) =14 K™ (0%) =189

Type 2: 0" =225 6% =19125 0% =2.5875 k°2 (63) =188 £™ (9%) =25.4
Type one firms have smaller , but are otherwise equal, also in terms of risk, as:
(8 —61) (65 -61)
7 = 7
The fraction of type 1 and 2 among the 10000 firms is such that the two types on average

produce the same aggregate level of output. The firms are then selected into small and large
groups according to net tradable wealth!l.

Given the two dimensional heterogeneity of firms, we expect each group to include a mix of
types: some mature or successful type 1 firms will be in the large group, while some young or
expanding type 2 firms will be in the small group. A type one small firm is a firm that is happy
to be small, while a type 2 small firm is either a young growing firm, or a firm that shrank after
a period of bad luck and negative profits.

The other parameters are the same used in previous numerical solution. Moreover each
period closing firms are substituted by new firms of the same type.

Finally, for a newly created firm, initial endowment is the following:

K™ (05)
(Pé - %P%H)

19The concave technology can be interpreted as a constant/increasing return to scale technology where the

W =

E supplies an essential fixed amount of labour. That is, 8, = @}fﬁ, where 5, is the stochastic component, L is
E’s essential labour supply and e+ 3 > 1.

1 Gimilar results are obtained using different selection criteria, like capital level or output.
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where z € {1,2} is firm’s type. This ensures that new firms have enough resources to finance
the highest possible capital level, and the constraint is not binding in the first period of life.
Assuming a smaller value of wy does not change the qualitative results of the analysis, it
only increases their quantitative importance. Therefore this assumption has the purpose of
emphasising the importance of existing firms dynamics and of the precautionary saving effect
versus the effect of a binding constraint in the start-up phase.

Figures 4 to 8 show the cumulative rate of growth of capital for small and large firms, before
and after unanticipated macroeconomic shocks. Figures 9 and 10 show the cumulative rate
of growth of the capital/sales ratio. Following the empirical literature (Gertler and Gilchrist,
1993 and 1994, and Bernanke, Gertler and Gilchrist, 1996), I select firms according to a fixed
percentile in the cumulative size distribution function. Each period the firms below the 50%
percentile are selected in the small firms group.

Figure 4 considers a temporary reduction in output of 10%. Since the model does not have
any aggregate uncertainty, the observed variability in the aggregate growth rates before the
shock depends largely on the entry/exit dynamics.

The immediate negative impact on investment after the shock is around 5% for small firms
and 2% for large firm. The reason for the difference is that lower output reduces profits and
tradable wealth. Some firms reduce investment because the wealth shock pushes them in
the constrained region, while other firms reduce investments because of precautionary saving
reasons. Both effects are stronger for small firms, that are relatively less wealthy. After the first
negative reaction firms slowly return to the previous steady state. The reduction in cumulative
growth rates takes between 15 and 20 periods to disappear. Such persistency depends on the
precautionary saving effect. As long as firms are on average less wealthy, with respect to the
before-shock situation, they have higher expected probability to be constrained in future, and
will save more, until they reach the before-shock average wealth level.

Figure 5 considers a symmetric positive shock. Both small and large firms increase invest-
ment, but relatively less, in absolute value, than after the negative shock. The reason of the
asymmetry is that few firms experience an ”actually binding” constraint before the shock (see
figure 3). Hence the positive shock’s impact is caused almost exclusively by the precautionary
saving effect, while the negative shock’s impact is caused by a mix of precautionary saving and
of binding constraint.

Figures 6 and 7 consider a monetary policy tightening. Figure 6 considers a permanent
reduction of 7 from 0.3 to 0.2. This shock is like a credit crunch, as it reduces the borrowing
capacity of all firms. Also in this case small firms are more affected, with an immediate reduction
of 6.5% versus a reduction of 3% for large firms. Once again this result depends both on binding
constraint and precautionary saving. In addition we can observe that after the permanent shock
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firms do not go back to the previous steady state. In fact the reduction in T means that there
is higher risk to be constrained in future, and small firms become permanently more ”prudent”
than large firms do.

Figure 7 shows the effect of a permanent increase in interest rate. This shock has three
distinct effects:

a) The optimal level of capital k2, ; decreases, because the user cost of capital U, increases.
This reduces %,.H of an unconstrained firm.

b) The borrowing capacity S; decreases, because the downpayment pi — £}, increases.
This reduces ke, of a constrained firm.

c) The distance between k£ and k7, decreases. Production is more efficient, in the
sense that return on capital in tradable terms is higher. Expected rate of financial wealth
accumulation is also higher, and this implies that precautionary saving decreases over time.

Large firms are on average less constrained: for the majority of them k. = k2., and, more
importantly, the difference S; — k¢,; > 0 is usually large. This means that for them effect (a)
should prevail on effect (b). On the contrary, small firms have on average a smaller difference
St — kf,1, and should be more affected by (b) than (a). Moreover, the magnitude of effect (b)
depends crucially on 7. The larger is 7, the more levered is the economy, the more sensible S,
is to interest rate shock, the bigger is (b) relative to (a).

Figures 7 and 8 summarise these considerations. Figure 7 shows that, with the chosen
7 = 0.3, the economy has low leverage, and effect (a) prevails on (b). The consequence is that
the immediate reaction to the interest rate shock is stronger for large firms. This result is not
really surprising, as it confirms the credit view (Bernanke, 1983): if financial imperfection are
present in the economy, and affect firms behaviour, the availability of credit may be a more
important monetary policy propagation channel than interest rate.

After the shock the distance between small and large firms increases, because of effect (c).

Figure (8) considers and economy with higher leverage, with 7 = 0.8 and § = 1!2. In this
case the situation is reversed, and small firms immediate reaction to the shock is stronger.

We considered so far the effects of macroeconomic shocks on investment. The effect on
output can be shown to be qualitatively the same, consistently with empirical evidence. More
interestingly, Figures (9) and (10) show that also the capital/output ratio, after a negative
shock, declines more for small firms. Capital in this model does not have adjustment costs,
is like 'working capital’, and this result is therefore consistent with the fourth stylised fact
mentioned earlier, about the procyclicality of inventory investment /sales ratio.

12Such values are not consistent with the theoretical assumptions, that imply the restriction + < (1-9).
Hence this particular figure is just a ”simulation excercise” that would need to be justified by a different set of
assumptions, like the ability of E to collateralise also a fraction of output,
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5 Conclusions

I illustrated a model of investment with collateral constraint and private income, that analyses
the trade off between consumption and investment for the entrepreneur of a small medium
firm. E wants to expand production above the profit maximising level, to benefit of the private
share of output. In this situation future expected financing constraints affect his choices today,
forcing him to reduce the scale of activity to generate more financial earnings and improve his
financial solidity.

The model explains why small firms are on average more financially constrained, despite all
firms are ex ante identical regarding their ability to access external finance. It generates firm
dynamics where constrained (small) firms are shown to be more volatile in the business cycle.
After a contraction period, the constraint is binding, and a positive productive shock generates a
large increase in investment because of the financial accelerator effect. On the contrary, after an
expansion period, a negative shock reduces investment mainly through a precautionary saving
effect. The model therefore explains the great importance of consumers and businesses confi-
dence indexes, showing that, while binding constraints matter in upturns, expected financial
constraints may have an important depressing effect on investment in downturns.

The model is solved using numerical method, and the micro and aggregate simulations are
shown to be consistent with empirical evidence about firm dynamics. Other interesting results
are: 1) credit availability is more effective than interest rate in propagating monetary policy
for financially constrained (small) firms, while interest rate is more effective for unconstrained
(large) firms; ii) The model suggests an explanation to the procyclicality of inventories/sales
ratio for small firms.
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