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• Pre-crisis view: 
‣ Focus on inflation (inflation targeting) 
‣ main source of financial instability 
➡ moderate inflation rate = stable 

economy 

• Post-crisis view: 
➡ financial stability as requirement for 

(not a result of) proper functioning of 
MP 

‣ other measures of economic health? 
‣ expansion of monetary policy goals?

Motivation

“Leaning against the wind” as solution?



• Woodford (2012); Walsh (2014); Borio 
(2014); Stein (2014); Tarullo (2014); 
George (2014); Olsen (2015) 

• natural extension of dual mandate 

• bringing these topics on research 
agenda

Motivation

• Svensson (2014); Yellen (2014); Giese 
et al. (2013) 

• violation of “Tinbergen’s effective 
assignment principle” 

• financial regulation/MPP is 
independent; MP not 

• overburdened MP 
• conflicting objectives (effects on 

primary goals are yet unknown) 
• unclear priorities

Current debate on how to support macro-financial stability?

Pro

Bookstaber (INET 2014): 
“We have to embed financial regulation deeply 
within macroeconomics and in particular monetary 
policy, the interface between those two is untried 
territory”

Con

Extension of dual mandate vs. reliance on financial regulation



Motivation
Why using an ACE model as framework for the analysis?

• DSGE model domination in the field of OMP [Käfer (2014); Chatelain/Ralf (2014); 
Plosser (2014)] 

• but no special role of financial sector on econ. fluctuations 
• neglect development of variables linked to financial imbalances (credit growth, 

asset prices etc.) [Cecchetti et al. (2000); Bordo/Jeanne (2002); Borio/Lowe 
(2002, 2004)] 

• model pluralism [Haldane/Qvigstad (2014)] 
• Bookstaber (2012): “Using Agent-based models for Analyzing Threats to 

Financial Stability“

Agnor/da Silva (2014): 
”Our simple dynamic macro model of a bank-dominated financial system provides a  
better starting point to think about monetary policy than the NKM which by now is 
largely discredited. The days of studying monetary policy in models without money/
credit are over.”



Research Question and Methodology

We want to explore whether 
•  the two policies affect economic activity differently 
• “leaning against the wind” really leads to overburdened MP 
•  there is a need for policy coordination 

Methodology 
• use an ACE macro-model as experimental framework 

- suitable implementation of MP framework 
- suitable degrees of financial regulation 

• empirically validate the data generating process of the artificial economy 
• analyse the performance of 2 policy tools concerning 2 policy goals 

- macroeconomic stability (traditional) 
- financial stability (new) 

by comparing losses relative to a benchmark case 



Findings

The results of our simulations suggest that  

1. “leaning against the wind” should only serve as first line of defence in the absence of 
prudential financial regulation. It improves macroeconomic stability while the effect on 
financial stability is only marginal. 

2. as independent policy tool, prudential financial regulation significantly improves financial 
stability 

3. an additional CB response to financial sector imbalances has a negative effect on primary 
goals (overburdened MP) 

4. both policies are inherently connected and need to be coordinated
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Some basic information
The Model

• Written in Scala; running on JVM like Java 
• 6 types/classes of agents 
• heterogeneous in their endowments (labor skill, productivity, 

capital etc.) 
• Interaction through labor, goods, money market 
• follow their own needs 
• endogenous money approach [e.g. Lavoie (2003)] 
• “UK Sterling Monetary Framework” of BoE as template



Modern Monetary Economy with Endogenous Money
The Model - Basic Structure
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The Model - Reserve Averaging Scheme

• RTGS system as incentive scheme 
• interest on reserves only within target range 
• unpredictable stream of transactions 
➡ banks forced to actively manage their liquidity

• CB does not serve as clearing house: 
1. interbank-reallocation of reserves 
2. usage of central bank OSF (LOLR)

Rt

iMM
Bb,t

R
T,lb
t

RT
t R

T,ub
t

Reserve Target Range

iOSLF

iTt

iOSDF

Interest

corridor

• How does the CB control economic activity through the target rate? 
➡ clear in theory but how to model at the micro-level?

➡ price of liquidity is under perfect control of the CB



The Model - Reserve Averaging Scheme
How does the CB implement monetary policy?

target rate decision

interest corridor

refinancing costs (liq. managem.)

bank interest rates

Credit demand

economic activity           
(production & price level)

primary MP goals

fall within the scope of a small band around iMM
b,t

���
"(⇠b,t)=0

(figure 4b shows this exemplary for

�t 2 (0, 2)). Table 1 shows the corresponding interest corridor build by the lending/deposit
facility rates which depends on the current target rate i⇤t as well as the parameter sets for
�1,�2,�3 and �4.16

Table 1: Parameter sets determining the level of the CB’s interest corridor

iOSDF
t i⇤t iOSLF

t �1 �2 �3 �4

i⇤t � 0.75% i⇤t � 5% i⇤t + 1% �3 � 0.00865 0.004 0.065 0.005
i⇤t � 0.45% i⇤t  5% i⇤t + 0.5% �3 � 0.005 0.0025 0.0625 0.0025

max(i⇤t � 0.25%, 0.25%) i⇤t < 3% i⇤t + 0.25% �3 � 0.0025 0.00125 0.06125 0.00125

Since we now have described how the CB uses the target rate as key instrument to transmit
monetary policy in the model, we finally have to explain how decisions about its current level
are made. The CB follows a standard Taylor Rule under flexible inflation targeting in order to
ensure price and output stability. Equation (19) can be considered as a benchmark representing
the case of conventional monetary policy which does not target any financial stability measure:

i⇤t = irt + ⇡⇤ + �⇡(⇡t � ⇡⇤) + �x (xt � xnt ) (19)

with irt = ⇡⇤ = 0.02 and xnt representing the long-term trend of real GDP measured by appli-
cation of the Hodrick-Prescott-filter (with � = 1600/44 = 6.25 for yearly data [Ravn and Uhlig
(2002)]).

The scheme’s inherent interest incentive for banks combined with being in full control of
the target rate and, thus, of the prevailing interest corridor, enables the CB to perfectly steer
interest rates, indebtedness of the real sector and, hence, economic activity.

2.3.2 The Government

The government issues bonds with a face value of 1000 monetary units and a duration of 5 years.
The fix annual coupon orientates at the interest rate on the money market at t, i.e. approx.
at the target rate of the central bank, and lies slightly (15 basis points) above i⇤t [Choudhry
(2010)]. The present value of each bond is determined by its clean price (neglecting accrued
interest) using the standard textbook formula from Bodie et al. (2010)

pcleank,t =

⇣
2+i⇤t
2

⌘�nk,t+
⌦k,t
⌥k,t · FVk,t

h
i⇤t + ck

⇣⇣
2+i⇤t
2

⌘nk,t

� 1
⌘i

i⇤t
�

ck⌦k,tFVk,t

2⌥k,t
(20)

where FVk,t denotes the face value of bond k in t, ck the coupon, nk,t the amount of remaining
coupon payments at t, ⌦k,t the amount of days since the last coupon payment, and ⌥k,t the
total days in the coupon period.

At the beginning of every simulation, the government brings money into the system by
issuing bonds and selling it to the commercial banks and the CB which pay by crediting the
governments bank account. These deposits enable the government to spend and every time
the government runs out of deposits, it repeats this transaction in order to ensure its financial

16We calibrated the parameters according to data on the interest rate corridor of the BoE and the FED which
show that the corridor widens with an increasing target rate [compare footnote 22].
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• duration of maintenance period: 6 weeks 
• standard TR for benchmark case:

• output gap measured as deviation from HP-filtered 
long-term trend 
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The Model - Financial Regulation
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Sequence of Simulated Economic Activities (Pseudo Code)
The Model from a Bird’s Eye View

Start economic interaction of settlement period t (t = 1 … 3000) 
‣ Banks settle overnight interbank liabilities / standing facility liabilities 
‣ Banks set up repo with CB of maintenance period 

• Real sector activity (planning phase) 
‣ Firms plan production target, offered wage, credit demand (external financing) 
‣ Firms send credit requests  
‣ Firms announce vacancies 
‣ HH plan consumption 

• Government pays unemployment benefit 
• Real sector activity (production phase) 
‣ unemployed HH search for a job & Firms hire workers in case of a match 
‣ Firms produce and offer their bundle of goods 
‣ HH consume 

• Real/public sector debt obligations 
‣ Firms pay wages & repay debt (illiquidity risk) 
‣ Government (re)pays coupon/face value on outstanding bonds 
‣ Firms calc. profit, pay taxes/dividends, set up balance sheet in t, shut down if insolvent 

End of settlement period t 
‣ Banks determine profit, pay taxes, pay dividends to HH 
‣ Banks repay intra day liquidity (IDL) to the CB 
‣ Banks conduct interbank lending (overnight) 
‣ Banks use standing facility of the CB 
‣ CB pays interest on reserves 
‣ Test for insolvencies of financial sector agents (trad. banks/shadow banks) % Banks 

makeAnnualReport (set up current balance sheet, shut down if insolvent) 
Monetary policy decisions (target rate, counter-cyclical buffer)
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Model validation through simultaneous match of stylized facts
Fagiolo et al. (2007); Fagiolo and Roventini (2012)

Macro

Credit

B Validation of the Model

Table 3: Stylized facts replicated by the Keynes+Schumpeter-ACE model [Dosi et al. (2014)]

Code Stylized fact Empirical studies (among others)

SF1 Endogenous self-sustained growth with persis-
tent fluctuations

Burns and Mitchell (1946); Kuznets and Mur-
phy (1966); Zarnowitz (1985); Stock and Watson
(1999)

SF2 Fat-tailed GDP growth-rate distribution Fagiolo et al. (2008); Castaldi and Dosi (2009)
SF3 Recession duration exponentially distributed Ausloos et al. (2004); Wright (2005)
SF4 Relative volatility of GDP/consum./invest. Stock and Watson (1999); Napoletano (2006)
SF5a Pro-cyclical aggregate firm investment Wälde and Woitek (2004)
SF6 Pro-cyclical bank profits/debt of firm sector Lown and Morgan (2006)
SF7 Counter-cyclical credit defaults Lown and Morgan (2006)
SF8 Lagged correlation between firm indebtedness

& credit defaults
Foos et al. (2010); Mendoza and Terrones (2012)

SF9 Banking crises duration is right skewed Reinhart and Rogo↵ (2009)
SF10 Fat-tailed distribution of fiscal costs of bank-

ing crises-to-GDP ratio
Laeven and Valencia (2013)

SF11b the presence of the Phillips curve Phillips (1958)

a In the original table of Dosi et al. (2014), aggregate R&D investments are used. We use, instead, the firm
sector’s requested amount of loans from banks as a proxy for their investment in the production of goods.

b Described as general characteristic of an economy, i.e. without explicit notion of empirical studies and
found in Riccetti et al. (2014).

In order to validate the output data and the results of the presented agent-based macro-
model, we use this appendix to jointly replicate a wide range of common empirical regularities
like it has been done for other ACE models which are already accepted in the field of policy
advice. In this context, the Keynes+Schumpeter model developed in Dosi et al. (2006, 2008,
2010, 2013, 2014, 2015) or the model described in Riccetti et al. (2014) should be mentioned since
both show that (decentralized) interactions among heterogeneous agents give rise to emergent
macroeconomic properties.34 In both cases, the authors are able to validate their results by
showing in detail how the model’s simulated macroeconomic dynamics lead to characteristic
patterns and distributions within their experimental data that coincide with real macro data.
According to Fagiolo et al. (2007); Fagiolo and Roventini (2012), this is the appropriate approach
to show a robust empirical validation of the model framework and, hence, of the “computational
lab” leading to plausible and comparable results when testing and analyzing various policy
experiments.35

To the best of our knowledge, the list of stylized facts to be met shown in Dosi et al. (2014),
is the most complete one which is why we use it as a guide for the validation process of our
model. The table is only extended by some additional facts found in Riccetti et al. (2014).
Furthermore, we set the number of Monte Carlo simulation to be 1000, i.e. the experiments are

34Riccetti et al. (2014) state that “[i]n particular, simulations show that endogenous business cycles emerge as
a consequence of the interaction between real and financial factors: when firms profits are improving, they try to
expand the production and, if banks extend the required credit, this results in more employment [;] the decrease
of the unemployment rate leads to the rise of wages that, on the one hand, increases the aggregate demand, while
on the other hand reduces firms profits, and this may cause the inversion of the business cycle, and then the
recession is amplified by the deleveraging process.”

35Dosi et al. (2014) explicitly notes that this way of model validation, i.e. matching a large number of stylized
facts simultaneously, is eminently costly and time-consuming. We can confirm this view.
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1. Determination of a financial imbalance measure
‣  Woodford (2012) vs. Stein (2014) 
‣  financial vs. private sector leverage 
‣  prudent balance sheet structure vs. unsustainable credit growth 

A. Composite indicator for fin. sector leverage [D/E + CC] 

B. Credit-to-GDP ratio 

2. Modeling of the CB’s policy response

Design of Experimentsfor claims against firms and banks, respectively. Figure 5 shows the qualitative di↵erences of risk
weights between firms and banks based on their di↵ering business models leading to the fact that
the latter can have a much higher D/E-ratio for the same risk weight compared to firms. Positive
risk weights are assigned to assets resulting from loan contracts whereas government bonds have
a zero-risk weight. Imposed requirements consist of a required core capital of 4.5% extended by
the capital conservation bu↵er (CConB) of 2.5%, a countercyclical Bu↵er (CCycB) of 2.5% which
is set by the CB according to the rule described in Basel Committee on Banking Supervision
(BCBS) (2010) and Drehmann and Tsatsaronis (2014); Agénor et al. (2013); Drehmann et al.
(2010), i.e. according to the gap of the current credit-to-GDP ratio and its long term trend
determined by applying the Hodrick-Prescott filter19 with a smoothing parameter � = 1600
[Ravn and Uhlig (2002)]:

CCycBt+1 = [(⇤t � ⇤n
t )�N ] · 2.5

M �N
(22)

with the credit-to-GDP ratio

⇤t =
Ct

GDPt
. (23)

In line with the regulatory proposal of the Bank of International Settlement (BIS), we set N = 2
and M = 10.

Finally, we impose surcharges on SIBs using the banks’ market share measured by total
assets as indicator for their assignment to the buckets, i.e. if

TAb,tPB
b=1 TAb,t

 1 + 0.3z

B
(for z = 1, . . . , 4) (24)

holds, b is assigned to bucket 6� z whereas an assignment to bucket 6 means no surcharge and
to bucket 2 an extension of the risk-based capital requirement of 3.0% (the highest bucket with
a surcharge of 3.5% is empty by definition).

2.4 The Financial Sector (Commercial Banks)

The initial bilateral relationships between bank b (with b = 1, . . . , B) and real sector agents are
assigned randomly, i.e. each household and firm chooses a bank where it places its deposits and
requests loans. These relationships do only change in the case of a default of an agent. In the
case of a bank default, all clients of the insolvent bank randomly choose a new bank and if a new
founded bank enters the market, clients of other banks have a small probability to switch. New
firms also choose their banks randomly. The same holds for the ownership relationships since
firms and banks are owned by households. Furthermore, we suppose that all transactions in the
overdraft economy are conducted by only using scriptural money, i.e. there exist no banknotes
(cashless economy).

Banks buy interest bearing bonds from the government and provide deposits in return. They
also provide endogenous credit money to firms so that they are able to finance their production.
The lending activity of banks include a 3-stage decision process. After receiving a loan request

19In line with the BCBS, the trend here is “a simple way of approximating something that can be seen as a
sustainable average of ratio of credit-to-GDP based on the historical experience of the given economy. While a
simple moving average or a linear time trend could be used to establish the trend, the Hodrick-Prescott filter is
used in this regime as it has the advantage that it tends to give higher weights to more recent observations. This
is useful as such a feature is likely to be able to deal more e↵ectively with structural breaks” [Basel Committee on
Banking Supervision (BCBS) (2010)].
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• In line with the literature on early warning indicators for financial crises [Babecký et al.
(2013); Gadanecz and Jayaram (2009)], we construct a composite financial stability indi-
cator (CFSI) and augment the standard instrument rule by the deviation from its target
value CFSI⇤:

i⇤t = irt + ⇡⇤ + �⇡(⇡t � ⇡⇤) + �x (xt � xnt ) + �s(CFSIt � CFSI⇤) (26)

with irt = ⇡⇤ = 0.02 and xnt representing the long-term trend of real GDP measured by
application of the Hodrick-Prescott-filter (with � = 1600/44 = 6.25 for yearly data [Ravn
and Uhlig (2002)]). Moreover, the CFSIt consists of the average D/E-ratio of banking
sector as well as of the inverse of banks’ average equity ratio

CFSIt = log

 
1

b

bX

i=1

⇠Bi,t

!
+ log

0

@ 1
1
b

Pb
i=1

EBi,t

RWABi,t

1

A . (27)

As a benchmark, we set CFSI⇤ = 6 which corresponds to an average D/E-ratio in the
banking sector of 33 (or an average leverage ratio of approx. 3%) as well as an average
equity ratio of 7% core capital, both representing current thresholds of the Basel III accord.
This setup leads to an increasing (declining) CFSI if the banking sector gets more fragile
(stable) over time.

• In experiments, in which the CB responds to jumps in the credit-to-GDP ratio26, target
rate decisions are guided by

i⇤t = irt + ⇡⇤ + �⇡(⇡t � ⇡⇤) + �x (xt � xnt ) + �s (⇤t � ⇤n
t ) (28)

with ⇤t as defined in eq. (23). The credit-to-GDP gap ⇤t � ⇤n
t is determined by the

di↵erence between the current credit-to-GDP ratio and its long-term trend measured by
means of applying the Hodrick-Prescott filter with a smoothing parameter � = 6.25 [Ravn
and Uhlig (2002)].

Concerning (iii), there are two main traditions in the literature. The first one is to search
for the policy that maximizes social welfare, i.e. maximize HH utility function but, according
to Verona et al. (2014), this approach has some drawbacks which is why we go with the second
one, that is, the policy that best achieves the objective at hand by minimizing loss functions.
For the sake of clarity, we take up the approach of Gelain et al. (2012) and di↵erentiate between
(macro)economic (LMS

�s,k,m
) and financial stability (LFS

�s,k,m
). Hence, we define two loss functions

in order to easily evaluate outcomes in both dimensions whereby the former is usually defined as
the weighted sum of the variances of inflation, output gap and of nominal interest rate changes27,
i.e.

LMS
�s,k,m = ↵⇡Var(⇡�s,k,m) + ↵xVar(x�s,k,m) + ↵iVar(i�s,k,m) (29)

with ↵⇡ = 1.0, ↵x = 0.5, ↵i = 0.1 [Agénor et al. (2013); Agénor and Pereira da Silva (2012)].
The latter, however, addressing financial stability (LFS

�s,k,m
) is defined in terms of the weighted

sum of the volatility of the financial stability indicator in charge, the average burden for the
public sector of a bank bailout, measured as the fraction of the average bailout costs for the

26This has also been analyzed using DSGE models in Cúrdia and Woodford (2010) and Quint and Rabanal
(2014).

27For a deeper discussion of the e↵ects of central bank’s interest rate smoothing, see Dri�ll et al. (2006).
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for the policy that maximizes social welfare, i.e. maximize HH utility function but, according
to Verona et al. (2014), this approach has some drawbacks which is why we go with the second
one, that is, the policy that best achieves the objective at hand by minimizing loss functions.
For the sake of clarity, we take up the approach of Gelain et al. (2012) and di↵erentiate between
(macro)economic (LMS

�s,k,m
) and financial stability (LFS

�s,k,m
). Hence, we define two loss functions

in order to easily evaluate outcomes in both dimensions whereby the former is usually defined as
the weighted sum of the variances of inflation, output gap and of nominal interest rate changes27,
i.e.

LMS
�s,k,m = ↵⇡Var(⇡�s,k,m) + ↵xVar(x�s,k,m) + ↵iVar(i�s,k,m) (29)

with ↵⇡ = 1.0, ↵x = 0.5, ↵i = 0.1 [Agénor et al. (2013); Agénor and Pereira da Silva (2012)].
The latter, however, addressing financial stability (LFS

�s,k,m
) is defined in terms of the weighted

sum of the volatility of the financial stability indicator in charge, the average burden for the
public sector of a bank bailout, measured as the fraction of the average bailout costs for the

26This has also been analyzed using DSGE models in Cúrdia and Woodford (2010) and Quint and Rabanal
(2014).

27For a deeper discussion of the e↵ects of central bank’s interest rate smoothing, see Dri�ll et al. (2006).
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Design of Experiments

3. Determination of a criterion for policy effectiveness

‣  Loss fct. for macroeconomic stability (trad. MP goals): 

‣  Loss fct. for financial stability (new MP goal):government and the average amount of bailouts, as well as the average amount of bank and firm
defaults (⇣�s,k,m, µ�s,k,m and ��s,k,m, respectively), i.e.

LFS
�s,k,m = ↵⇣⇣�s,k,m + ↵⇢⇢�s,k,m + ↵���s,k,m (30)

with k 2 {CFSI, ⇤t�⇤n
t },m 2 {Basel II (macroprud. policy o↵), Basel III (macroprud. policy on)},

↵k = 1.0, ↵⇣ = 0.01 and ↵⇢ = ↵� = 0.001.
The technical implementation of the experiments can be outlined as follows. In order to

shed light on the question whether central banks should expand their dual mandate by financial
stability issues or if this should better be left to financial regulation, the performance of various
policy rules (scenarios) is evaluated in counterfactual simulations of the underlying agent-based
(disequilibrium) macroeconomic model.28 Therefore, we conduct Monte Carlo simulations for
random seeds 1 . . . 10029 while every run has a duration of T = 3000 periods and the chosen
set up consists of 125 HH, 25 firms and 5 banks.30 According to our setting,31 this duration
can be translated into approx. 60 years. Hence, for the analysis, we take the last 50 years
(2400 periods) into account and use the first 600 periods as initialization phase. The analyzed
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regulatory requirements in line with the Basel III accord or with its predecessor, namely Basel
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[Deutsche Bundesbank (2015)] which searches for optimal values for the coe�cients in the mon-
etary policy rule using three di↵ering DSGE models including a macroprudential rule. Hence,
we conduct a grid search within the three-dimensional parameter space spanned by �⇡ 2 [1, 3],
�x 2 [0, 3] and �s 2 [0, 2]32 whereby the case of m = Basel II (no macroprudential policy) and
�s = 0.0 (no leaning against financial imbalances of the CB) represents the benchmark scenario.
This benchmark scenario is chosen because it is comparable with the situation prior to the recent
financial crisis, i.e. with a CB solely focusing on price and output stability through a traditional
implementation of monetary policy using the standard Taylor rule (eq. (19)) as well as a rather
loose regulatory environment.

So, the analysis procedure for raw data produced by the model includes the following steps:

A. The grid search to detect areas of best performing parameterizations for all scenarios in
order to find data points/parameter combinations to have a closer look at (using contour
plots and heat maps).

B. A closer look at composition of losses in best performing areas and in which way they
di↵er to the benchmark case (using distribution box plots).

C. Analysis of micro data to figure out which micro level-process leads to the observed per-
formance increase relative to the benchmark.

28 The ACE Model is programmed in Scala 2.11.6 and the code is available upon request to
s.krug@economics.uni-kiel.de.

29We chose only 100 because of the pure amount of data points to simulate and the corresponding time restric-
tions.

30We have also conducted experiments with a set up which follows Riccetti et al. (2014) implementing 500
households, 80 firms and 10 banks but the the results where qualitatively the same.

31Within our model, every tick represents a week and every month has 4 weeks which adds up to 48 weeks for
an experimental year.

32The monthly report of March 2015 of the Deutsche Bundesbank states this parameter space as commonly
used for DSGE models and refers to Schmitt-Grohé and Uribe (2007) in this regard.
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• In line with the literature on early warning indicators for financial crises [Babecký et al.
(2013); Gadanecz and Jayaram (2009)], we construct a composite financial stability indi-
cator (CFSI) and augment the standard instrument rule by the deviation from its target
value CFSI⇤:

i⇤t = irt + ⇡⇤ + �⇡(⇡t � ⇡⇤) + �x (xt � xnt ) + �s(CFSIt � CFSI⇤) (26)

with irt = ⇡⇤ = 0.02 and xnt representing the long-term trend of real GDP measured by
application of the Hodrick-Prescott-filter (with � = 1600/44 = 6.25 for yearly data [Ravn
and Uhlig (2002)]). Moreover, the CFSIt consists of the average D/E-ratio of banking
sector as well as of the inverse of banks’ average equity ratio

CFSIt = log
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As a benchmark, we set CFSI⇤ = 6 which corresponds to an average D/E-ratio in the
banking sector of 33 (or an average leverage ratio of approx. 3%) as well as an average
equity ratio of 7% core capital, both representing current thresholds of the Basel III accord.
This setup leads to an increasing (declining) CFSI if the banking sector gets more fragile
(stable) over time.

• In experiments, in which the CB responds to jumps in the credit-to-GDP ratio26, target
rate decisions are guided by

i⇤t = irt + ⇡⇤ + �⇡(⇡t � ⇡⇤) + �x (xt � xnt ) + �s (⇤t � ⇤n
t ) (28)

with ⇤t as defined in eq. (23). The credit-to-GDP gap ⇤t � ⇤n
t is determined by the

di↵erence between the current credit-to-GDP ratio and its long-term trend measured by
means of applying the Hodrick-Prescott filter with a smoothing parameter � = 6.25 [Ravn
and Uhlig (2002)].

Concerning (iii), there are two main traditions in the literature. The first one is to search
for the policy that maximizes social welfare, i.e. maximize HH utility function but, according
to Verona et al. (2014), this approach has some drawbacks which is why we go with the second
one, that is, the policy that best achieves the objective at hand by minimizing loss functions.
For the sake of clarity, we take up the approach of Gelain et al. (2012) and di↵erentiate between
(macro)economic (LMS

�s,k,m
) and financial stability (LFS

�s,k,m
). Hence, we define two loss functions

in order to easily evaluate outcomes in both dimensions whereby the former is usually defined as
the weighted sum of the variances of inflation, output gap and of nominal interest rate changes27,
i.e.

LMS
�s,k,m = ↵⇡Var(⇡�s,k,m) + ↵xVar(x�s,k,m) + ↵iVar(i�s,k,m) (29)

with ↵⇡ = 1.0, ↵x = 0.5, ↵i = 0.1 [Agénor et al. (2013); Agénor and Pereira da Silva (2012)].
The latter, however, addressing financial stability (LFS

�s,k,m
) is defined in terms of the weighted

sum of the volatility of the financial stability indicator in charge, the average burden for the
public sector of a bank bailout, measured as the fraction of the average bailout costs for the

26This has also been analyzed using DSGE models in Cúrdia and Woodford (2010) and Quint and Rabanal
(2014).

27For a deeper discussion of the e↵ects of central bank’s interest rate smoothing, see Dri�ll et al. (2006).
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➡ Distinct losses for distinct policy goals to isolate effects & to check Tinbergen

avg. 
final costs of  

bank bail outs

avg.  
bank default 

rate

avg.  
firm default 

rate



Set up
Design of Experiments

 single run of Monte Carlo simulations: 
‣ 3000 periods 
‣ 125 HH; 25 Firms; 5 Banks 
‣ 20% initialization phase (600 periods) 
‣ 100 runs per data point 
‣ initial parameter step size of 0.25 

 Benchmark case: 
‣ no leaning against the wind  (            ) 
‣ loose / deregulated financial system (Basel II) 
‣ no macroprudential policy 

 4 different scenarios 
1. CB response to fin. sector leverage under Basel II 
2. CB response to excessive credit growth under Basel II 
3. CB response to fin. sector leverage under Basel III 
4. CB response to excessive credit growth under Basel III 

 search for min. losses relative to the benchmark case with the parameter pace spanned by 
[Bundesbank (2015)]

�⇡ 2 (1, 3); �
x

2 (0, 3); �
s

2 (0, 2)

�s = 0



Simulation Results
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The next section presents the results of the described experiments.

4 Discussion of Results

We start from a situation comparable to the pre-crisis period, i.e. without any macroprudential
policy in place and without any “leaning against the wind” of the central bank (�s = 0). This
is the benchmark case (representing 100%) and all other results (losses) are expressed relative
to this case (in percent of corresponding benchmark loss). It can be found in the picture matrix
of figure 8 with coordinates (1,1). All results of the four analyzed scenarios in figures 8-14
are m ⇥ n-matrices with rows representing a combination of the macroeconomic and financial
stability loss functions, i.e. of eq. (29) and (30):

L = ↵LL
MS
�s,k,m + (1� ↵L)L

FS
�s,k,m (31)

in which m1 = ↵L = 1 . . .m5 = ↵L = 0 holds. Moreover, columns represent layers of the
�s-dimension of the parameter space with n1 = �s = 0.0 . . . n9 = �s = 2.0.

Scenario 1: Response to financial sector leverage in a loose regulatory environment
Figure 8 shows the losses for the direct response to financial sector leverage in a rather loose
regulatory environment (Basel II). If policy makers leave their focus on the traditional monetary
policy goals of price and output stability (↵L = 1; first row), “leaning against the wind” (�s ⇡
1.0) has a positive e↵ect on these for common values of �⇡ and �x. In terms of financial stability
(↵ = 0.0; 5th row), results show that such an extension of the central banks’ mandate only leads
to minor improvements. This stems mainly from the the already existing fragility of the system
due to the lack of an appropriate regulatory environment. Of course, since there are no conflicting
e↵ects or a trade-o↵, respectively, of �s > 0 on LMS and LFS in this scenario, implementing
an extended monetary policy which tries to incorporate also financial stability issues (↵ = 0.5)
still leads to a gain relative to the benchmark. Figure 9 shows how the individual components
of the loss functions react to the central bank response in detail. Here, the caution against the
consequences of an overreacting monetary policy seem not to be valid. Indeed, the volatility
in the target rate increases significantly but at the same time the volatility in inflation and
output gap decreases except for some tail events which, in turn, seems to lead to lower firm and
considerably lower bank default rates. Also the tail risk for extremely high fiscal costs exhibit a
large decline.
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Interpretation of Plots
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Vertical Dimension 
• differing weights of losses: 
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Simulation Results
CB response to unsustainable credit growth under Basel III
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Simulation Results
CB response to unsustainable credit growth under Basel III
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Findings

The results of our simulations suggest that  

1. “leaning against the wind” should only serve as first line of defence in the absence of 
prudential financial regulation. can improve macroeconomic stability while the effect on 
financial stability is only marginal. 

2. as independent policy tool, prudential financial regulation significantly improves financial 
stability 

3. an additional CB response to financial sector imbalances has a negative effect on primary 
goals (overburdened MP) 

4. both policies are inherently connected and need to be coordinated



Thank you!



Endog. self-sustained growth with persistent fluctuations
Stylized Fact 1: Burns/Mitchell (1946); Kuznets/Murphy (1966); Zarnowitz (1985); Stock/Watson (1999)

repeated with random seeds 1 . . . 1000, in order to “wash away [the] across-simulation variability”
resulting from “non-linearities present in agents’ decision rules and [...] interaction patterns”.
This approach enables us to “analyze the properties of the stochastic processes governing the
co-evolution of micro- and macro-variables”.
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Figure 16: Endogenous nominal/real GDP growth with persistent fluctuations [SF1]

Going through table 3 step-by-step, the first macroeconomic stylized facts (SF1) would be
the ability of the model to produce endogenous and self-sustained GDP growth characterized
by persistent fluctuations both in nominal and real terms. Figure 16a shows the average log of
nominal GDP for simulations with random seeds 1 . . . 1000 which is steadily growing whereas
figure 16b shows exemplary the dynamics of nominal GDP of a single run. The right panel
exhibits moderate fluctuations at the beginning of the simulation which are increasing with
economic activity and overall size of the economy leading to business cycles including booms and
deep downturns. The same holds for real GDP (see figure 16c/16d). Moreover, the comparison
of both time series reveals the fact that the business cycles do not vanish when building the
average of various simulation runs but are much more regular.

(a) Distribution of nominal GDP growth-rate (b) Distribution of real GDP growth-rate

Figure 17: GDP growth-rate distribution (blue) compared to the Gaussian fit (red) [SF2]

The second replicated stylized fact directly connects on the first one and follows the empirical
studies of Fagiolo et al. (2008); Castaldi and Dosi (2009) where the authors have shown that

44

‣ Fluctuations increase with economic activity 
‣ BC does not vanish on avg. but is much more regular



Fat-tailed GDP growth-rate distribution
Stylized Fact 2: Fagiolo et al. (2008); Castaldi and Dosi (2009)

repeated with random seeds 1 . . . 1000, in order to “wash away [the] across-simulation variability”
resulting from “non-linearities present in agents’ decision rules and [...] interaction patterns”.
This approach enables us to “analyze the properties of the stochastic processes governing the
co-evolution of micro- and macro-variables”.

(a) Log Nominal GDP (avg. 1000 runs) (b) Nominal GDP (single run)

(c) Log Real GDP (avg. 1000 runs) (d) Real GDP (single run)

Figure 16: Endogenous nominal/real GDP growth with persistent fluctuations [SF1]

Going through table 3 step-by-step, the first macroeconomic stylized facts (SF1) would be
the ability of the model to produce endogenous and self-sustained GDP growth characterized
by persistent fluctuations both in nominal and real terms. Figure 16a shows the average log of
nominal GDP for simulations with random seeds 1 . . . 1000 which is steadily growing whereas
figure 16b shows exemplary the dynamics of nominal GDP of a single run. The right panel
exhibits moderate fluctuations at the beginning of the simulation which are increasing with
economic activity and overall size of the economy leading to business cycles including booms and
deep downturns. The same holds for real GDP (see figure 16c/16d). Moreover, the comparison
of both time series reveals the fact that the business cycles do not vanish when building the
average of various simulation runs but are much more regular.
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Figure 17: GDP growth-rate distribution (blue) compared to the Gaussian fit (red) [SF2]

The second replicated stylized fact directly connects on the first one and follows the empirical
studies of Fagiolo et al. (2008); Castaldi and Dosi (2009) where the authors have shown that
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Recession duration exponentially distributed
Stylized Fact 3: Ausloos et al. (2004); Wright (2005)

real data sets of GDP-growth rates have the property of fat-tailed distributions compared to
their Gaussian benchmarks. This also holds for our model both in nominal (figure 17a) and real
terms (figure 17b).
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Figure 18: Recession duration is exponentially distributed [SF3]
Bins represent the data form the model, blue is the exponential fit of the data.

Concerning the recessions occurring during the simulations, we can confirm that the majority
lasts for rather short periods of time and that their frequency declines substantially with rising
duration. Empirical data shows that they are approximately exponentially distributed which is
also the case in our experimental data (see figure 18).

Figure 19: Bandpass filtered time series of GDP/consumption/investments to show their relative
volatility [SF4]
Volatility of GDP (blue); of consumption (orange); of investments (green)

To verify whether our model can replicate SF4, we again follow Dosi et al. (2014) and
bandpass filter the time series for GDP, consumption and firm investment in order to detrend
the data and to analyze their behavior at business cycle frequencies. As figure 19 shows, the data
produced by our model is in line with the empirical findings since the fluctuations of consumption
are slightly smaller compared to GDP while firm investments is much more volatile than output.

While the stylized facts 1-4 have general macroeconomic character, the following focus on
drivers of prevailing economic activity and, thus, the business cycle. This means that the

45

‣ Majority lasts for short period 
of time 

‣ frequency declines with rising 
duration



Relative volatility of GDP/consumption/investment
Stylized Fact 4: Stock and Watson (1999); Napoletano (2006)

real data sets of GDP-growth rates have the property of fat-tailed distributions compared to
their Gaussian benchmarks. This also holds for our model both in nominal (figure 17a) and real
terms (figure 17b).

Figure 18: Recession duration is exponentially distributed [SF3]
Bins represent the data form the model, blue is the exponential fit of the data.

Concerning the recessions occurring during the simulations, we can confirm that the majority
lasts for rather short periods of time and that their frequency declines substantially with rising
duration. Empirical data shows that they are approximately exponentially distributed which is
also the case in our experimental data (see figure 18).
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Figure 19: Bandpass filtered time series of GDP/consumption/investments to show their relative
volatility [SF4]
Volatility of GDP (blue); of consumption (orange); of investments (green)

To verify whether our model can replicate SF4, we again follow Dosi et al. (2014) and
bandpass filter the time series for GDP, consumption and firm investment in order to detrend
the data and to analyze their behavior at business cycle frequencies. As figure 19 shows, the data
produced by our model is in line with the empirical findings since the fluctuations of consumption
are slightly smaller compared to GDP while firm investments is much more volatile than output.

While the stylized facts 1-4 have general macroeconomic character, the following focus on
drivers of prevailing economic activity and, thus, the business cycle. This means that the
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‣ de-trend TS using bandpass filter 
‣  fluctuations of cons. slightly smaller than GDP 
‣ investment is much more volatile



Pro-cyclical aggregate firm investment
Stylized Fact 5: Wälde and Woitek (2004)
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Figure 20: Pro-cyclicality of aggregate firm investment [SF5]
GPD (blue); Aggregate firm investment (orange)

pro- and counter-cyclicality of key variables is essential to ensure the proper functioning of the
modelled monetary economy. Overall, they shed some light on the development of the lending
activity and on the resulting financial stability dynamics over time. The first fact here is then
the pro-cyclicality of firm’s aggregate investment which tend to co-move with the business cycle
(figure 20).

Moreover, Lown and Morgan (2006) have shown empirically, there exists a strong link be-
tween the total debt outstanding in the firm sector (21a) and the profits of the banking sector
(21b) both being highly pro-cyclical. Hence, the lending activity co-moves with the business
cycle whereas the experience from past financial crises suggests that the build-up of debt im-
balances leads to downturns triggered by peaks in default rates which, in turn, result in rather
counter-cyclical behavior of credit defaults (22). Figure 22 shows that these facts are also fea-
tures of our model and can be simultaneously replicated as well.

Moreover, the slightly lagged correlation between indebtedness of the firm sector and credit
default rates can be replicated just as well. Figure 23 validates in a very clear manner that
in our experimental data the build-up of real sector debt imbalances is accompanied by banks
facing excessive risk of bad debt and, thus, frequently paired with periods of financial distress
which translates into economic downturns.

In order to cope with empirical regularities of financial crises data, we then define crises
as periods from the first bank default until all banks B are back in their business. Thus, the
empirical work of Reinhart and Rogo↵ (2009) suggests that the distribution of the duration of
these periods is positively skewed (right skewed). This also holds for our model. Moreover, the
ratio of fiscal costs-to-GDP is computed for such periods of financial distress. These fiscal or
restructuring costs caused by financial crises mainly consists of recapitalization costs to stabilize
the banking sector and, in reality, the distribution of the ratio is characterized by excess kurtosis
(here above 12), i.e. fat tails, which is also the case in our experiments (see figure 25).36 And
last but not least, our experimental data exhibits a Phillips curve (figure 26).

Finally, the replicated stylized facts shown above indicate the relevance of leverage cycles

36Laeven and Valencia (2013) define a significant support by the government if fiscal costs exceed 3% of GDP.
This seems to be a reasonable choice for real data but the typical real economy of interest is considerably larger
and consist of more agents compared to our small-scale ACE model. In fact, this a↵ects the fiscal costs-to-GDP
ratio since the size of our banking sector relative to GDP is much larger than in reality since our model has less
agents to contribute to GDP. Hence, this can lead to years in which the fiscal costs are twice or three times as high
as GDP. These relatively high ratios might be comparable to the situation in small countries with large financial
systems like Iceland or Ireland where the fiscal costs have reached very high levels amounting even to multiples
of GDP.
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Pro-cyclicality of bank profits/firm debt
Stylized Fact 6: Lown and Morgan (2006)
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(a) Pro-cyclicality of firms’ total debt
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Figure 21: Pro-cyclical lending activity [SF6]
Ordinate scale relates to GDP (blue); whereas credit related variables (orange) are scaled appropriately to em-

phasize their pro-cyclicality.

and credit constraints on economic performance as well as the importance of the government
in its function as a compensating and balancing institutional agent providing stability to the
economy.

The appendix shows that the presented macro model is generally able to serve as framework
for the analysis of research questions concerning banks lending activity, leverage, financial crises
as well as monetary and macroprudential policy.
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Counter-cyclical credit defaults / firm indebtedness
Stylized Fact 7/8: Lown/Morgan (2006); Foos et al. (2010); Mendoza/Terrones (2012)
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SF6: Counter-cyclicality of bank credit defaults

Figure 22: Counter-cyclical credit defaults [SF7]
GDP (blue); credit defaults are measured by loan losses of banks (orange).
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Figure 23: Lagged correlation of firm indebtedness and credit defaults [SF8]
Indebtedness of firm sector (blue); bad debt is measured by loan losses of banks (orange).

Figure 24: Banking crises duration is right-skewed compared to Gaussian data fit [SF9]

48

• build-up of fin. 
imbalances 

• unsust. level of private 
sector debt 

• harmful deleveraging 
process



Right skewed distr. of banking crises duration
Stylized Fact 9: Reinhart and Rogoff (2009)

Figure 22: Counter-cyclical credit defaults [SF7]
GDP (blue); credit defaults are measured by loan losses of banks (orange).

Figure 23: Lagged correlation of firm indebtedness and credit defaults [SF8]
Indebtedness of firm sector (blue); bad debt is measured by loan losses of banks (orange).
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Figure 24: Banking crises duration is right-skewed compared to Gaussian data fit [SF9]
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Distr. of fiscal costs of banking crises-to-GDP ratio is fat-tailed
Stylized Fact 10: Laeven and Valencia (2013)
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Figure 25: Fat-tailed distribution of fiscal costs of banking crises-to-GDP ratio [SF10]

Figure 26: Phillips curve [SF11]

49

‣ most crises have moderate costs as fraction of GDP 
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The Model - Reserve Averaging Scheme
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Figure 4: Money market rate, banks’ demand for reserves and the interest corridor of the CB
[Bank of England (2014c); Ryan-Collins et al. (2012); Winters (2012)]
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Title Text
Regulatory Capital



What happens when Bank’s capital falls below requirement?
Capital Conservation Buffer (CConB)

Indiv. bank min. capital conservation standards of Basel III

CET1 Ratio Minimum Capital 
Conservation Ratios

Unconstrained % of 
earnings for distribution

4.5% - 5.125% 100 % 0 %

5.125% - 5.750% 80 % 20 %

5.750% - 6.375% 60 % 40 %

6.375% - 7.0% 40 % 60 %

> 7.0% 0 % 100 %



• add. loss absorbency 
requirement 

• indicator based: 
‣ size 
‣ interconnectedness 
‣ substitutability 
‣ cross-jurisdictional activity 
‣ complexity

Capital Requirements - SIB Surcharges
Basel III Components


